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## The Laplace Transform ${ }^{1}$

## 1 Introduction

In the class handout Introduction to Frequency Domain Processing we introduced the Fourier transform as an important theoretical and practical tool for the analysis of waveforms, and the design of linear filters. We noted that there are classes of waveforms for which the classical Fourier integral does not converge. An important function that does not have a classical Fourier transform are is the unit step (Heaviside) function

$$
u_{s}(t)= \begin{cases}0 & t \leq 0 \\ 1 & t>0\end{cases}
$$

Clearly

$$
\int_{-\infty}^{\infty}\left|u_{s}(t)\right| d t=\infty
$$

and the forward Fourier integral

$$
\begin{equation*}
U_{s}(j \Omega)=\int_{-\infty}^{\infty} u_{s}(t) e^{-j \Omega t} d t=\int_{0}^{\infty} e^{-j \Omega t} d t \tag{1}
\end{equation*}
$$

does not converge.
Aside: We also saw in the handout that many such functions whose Fourier integrals do not converge do in fact have Fourier transforms that can be defined using distributions (with the use of the Dirac delta function $\delta(t)$ ), for example we found that

$$
\mathcal{F}\left\{u_{s}(t)\right\}=\pi \delta(\Omega)+\frac{1}{j \Omega} .
$$

Clearly any function $f(t)$ in which $\lim _{|t| \rightarrow \infty} f(t) \neq 0$ will have a Fourier integral that does not converge. Similarly, the ramp function

$$
r(t)= \begin{cases}0 & t \leq 0, \\ t & t>0 .\end{cases}
$$

is not integrable in the absolute sense, and does not allow direct computation of the Fourier transform. The Laplace transform is a generalized form of the Fourier transform that allows convergence of the Fourier integral for a much broader range of functions.

The Laplace transform of $f(t)$ may be considered as the Fourier transform of a modified function, formed by multiplying $f(t)$ by a weighting function $w(t)$ that forces the product $x(t) w(t)$ to zero as time $|t|$ becomes large. In particular, the two-sided Laplace transform uses an exponential weighting
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Figure 1: Modification of a function by a multiplicative weighting function $w(t)$.
function

$$
\begin{equation*}
w(t)=e^{-\sigma|t|} \tag{2}
\end{equation*}
$$

where $\sigma$ is real. The Laplace transform $\mathcal{L}\{x(t)\}$ is then

$$
\mathcal{L}\{x(t)\}=\mathcal{F}\left\{x(t) e^{-\sigma|t|}\right\}
$$

Figure ?? shows how this function will force the product $w(t) x(t)$ to zero for large values of $t$. Then for a given value of $\sigma$, provided

$$
\int_{-\infty}^{\infty}\left|e^{-\sigma|t|} x(t)\right| d t<\infty
$$

the Fourier transform of $x(t) e^{-\sigma|t|}$ (Eq. (??)):

$$
\begin{equation*}
X(j \Omega \mid \sigma)=\mathcal{F}\left\{x(t) e^{-\sigma|t|}\right\} \tag{3}
\end{equation*}
$$

will exist. The modified transform is not a function of angular frequency $\Omega$ alone, but also of the value of the chosen weighting constant $\sigma$. The Laplace transform combines both $\Omega$ and $\sigma$ into a single complex variable $s$

$$
\begin{equation*}
s=\sigma+j \Omega \tag{4}
\end{equation*}
$$

and defines the two-sided transform as a function of the complex variable $s$

$$
\begin{equation*}
X(s)=\int_{-\infty}^{\infty}\left(x(t) e^{-\sigma|t|}\right) e^{-j \Omega t} d t \tag{5}
\end{equation*}
$$

In engineering analysis it is usual to restrict the application of the Laplace transform to causal functions, for which $x(t)=0$ for $t<0$. Under this restriction the integrand is zero for all negative time and the limits on the integral may be changed

$$
\begin{equation*}
X(s)=\int_{0^{-}}^{\infty} x(t) e^{-\sigma t} e^{-j \Omega t} d t=\int_{0^{-}}^{\infty} x(t) e^{-s t} d t \tag{6}
\end{equation*}
$$

which is commonly known as the one-sided Laplace transform. In this handout we discuss only the properties and use of the one-sided transform, and refer to it generally as the Laplace transform. Throughout the rest of this handout it should be kept clearly in mind that the requirement

$$
x(t)=0 \quad \text { for } t<0^{-}
$$

must be met in order to satisfy the definition of the Laplace transform.

For a given $x(t)$ the integral may converge for some values of $\sigma$ but not others. The region of convergence (ROC) of the integral in the complex $s$-plane is an important qualification that should be specified for each transform $X(s)$. Notice that when $\sigma=0$, so that $w(t)=1$, the Laplace transform reverts to the Fourier transform. Thus, if $x(t)$ has a Fourier transform

$$
\begin{equation*}
X(j \Omega)=\left.X(s)\right|_{s=j \Omega} \tag{7}
\end{equation*}
$$

Stated another way, a function $x(t)$ has a Fourier transform if the region of convergence of the Laplace transform in the $s$-plane includes the imaginary axis. The inverse Laplace transform may be defined from the Fourier transform. Since

$$
X(s)=X(\sigma+j \Omega)=\mathcal{F}\left\{x(t) e^{-\sigma t}\right\}
$$

the inverse Fourier transform of $X(s)$ is

$$
\begin{equation*}
x(t) e^{-\sigma t}=\mathcal{F}\{X(s)\}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} X(\sigma+j \Omega) e^{j \Omega t} d \Omega \tag{8}
\end{equation*}
$$

If each side of the equation is multiplied by $e^{\sigma t}$

$$
\begin{equation*}
x(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} X(s) e^{s t} d \Omega \tag{9}
\end{equation*}
$$

The variable of integration may be changed from $\Omega$ to $s=\sigma+j \Omega$, so that $d s=j d \Omega$, and with the corresponding change in the limits the inverse Laplace transform is

$$
\begin{equation*}
x(t)=\frac{1}{2 \pi j} \int_{\sigma-j \infty}^{\sigma+j \infty} X(s) e^{s t} d s \tag{10}
\end{equation*}
$$

The evaluation of this integral requires integration along a path parallel to the $j \Omega$ axis in the complex $s$ plane. As will be shown below, in practice it is rarely necessary to compute the inverse Laplace transform.

The one-sided Laplace transform pair is defined as

$$
\begin{align*}
X(s) & =\int_{0^{-}}^{\infty} x(t) e^{-s t} d t  \tag{11}\\
x(t) & =\frac{1}{2 \pi j} \int_{\sigma-j \infty}^{\sigma+j \infty} X(s) e^{s t} d s \tag{12}
\end{align*}
$$

The equations are a transform pair in the sense that it is possible to move uniquely between the two representations. The Laplace transform retains many of the properties of the Fourier transform and is widely used throughout engineering systems analysis.

We adopt a nomenclature similar to that used for the Fourier transform to indicate Laplace transform relationships between variables. Time domain functions are designated by a lower-case letter, such as $\mathrm{y}(\mathrm{t})$, and the frequency domain function use the same upper-case letter, $Y(s)$. For one-sided waveforms we distinguish between the Laplace and Fourier transforms by the argument $X(s)$ or $X(j \Omega)$ on the basis that

$$
X(j \Omega)=\left.X(s)\right|_{s=j \Omega}
$$

if the region of convergence includes the imaginary axis. A bidirectional Laplace transform relationship between a pair of variables is indicated by the nomenclature

$$
x(t) \stackrel{\mathcal{L}}{\Longleftrightarrow} X(s),
$$

and the operations of the forward and inverse Laplace transforms are written:

$$
\begin{aligned}
\mathcal{L}\{x(t)\} & =X(s) \\
\mathcal{L}^{-1}\{X(s)\} & =x(t)
\end{aligned}
$$

### 1.1 Laplace Transform Examples

## Example 1

Find the Laplace transform of the unit-step (Heaviside) function

$$
u_{s}(t)= \begin{cases}0 & t \leq 0 \\ 1 & t>0\end{cases}
$$

Solution: From the definition of the Laplace transform

$$
\begin{align*}
U_{s}(s) & =\int_{0^{-}}^{\infty} u_{s}(t) e^{-s t} d t  \tag{i}\\
& =\int_{0^{-}}^{\infty} e^{-s t} d t \\
& =\left[-\left.\frac{1}{s} e^{-s t}\right|_{0^{-}} ^{\infty}\right. \\
& =\frac{1}{s}, \tag{ii}
\end{align*}
$$

provided $\sigma>0$. Notice that the integral does not converge for $\sigma=0$, and therefore Eq. (ii) cannot be used to define the Fourier transform of the unit step.

## - Example 2

Find the Laplace transform of the one-sided real exponential function

$$
x(t)= \begin{cases}0 & t \leq 0 \\ e^{a t} & t>0\end{cases}
$$

## Solution:

$$
\begin{align*}
X(s) & =\int_{0^{-}}^{\infty} x(t) e^{-s t} d t  \tag{i}\\
& =\int_{0^{-}}^{\infty} e^{-(s-a) t} d t \\
& =\left[-\left.\frac{1}{s-a} e^{-(s-a) t}\right|_{0^{-}} ^{\infty}\right. \\
& =\frac{1}{s-a} \tag{ii}
\end{align*}
$$

The integral will converge only if $\sigma>a$ and therefore the region of convergence is the region of the $s$-plane to the right of $\sigma=a$, as shown in Fig. ??. Clearly the imaginary axis lies within the ROC, and the Fourier transform exists, only if $a<0$.


Figure 2: Definition of the region of convergence for Example ?? for (a) $a>0$, and (b) $a<0$.

## - Example 3

Find the Laplace transform of the one-sided ramp function

$$
r(t)= \begin{cases}0 & t<0 \\ t & t \geq 0\end{cases}
$$

Solution: The Fourier integral for the ramp function does not converge, but its Laplace transform is

$$
\begin{equation*}
R(s)=\int_{0^{-}}^{\infty} t e^{-s t} d t \tag{i}
\end{equation*}
$$

and integrating by parts

$$
\begin{align*}
R(s) & =\left[-\left.\frac{1}{s} t e^{-s t}\right|_{0^{-}} ^{\infty}+\frac{1}{s} \int_{0^{-}}^{\infty} e^{-s t} d t\right.  \tag{ii}\\
& =0+\frac{1}{s^{2}}\left[\left.e^{-s t}\right|_{0^{-}} ^{\infty}\right. \\
& =\frac{1}{s^{2}} \tag{iii}
\end{align*}
$$

The region of convergence is all of the $s$-plane to the right of $\sigma=0$, that is the right-half $s$ plane.

## - Example 4

Find the Laplace transform of the Dirac delta function $\delta(t)$.

## Solution:

$$
\begin{align*}
\Delta(s) & =\int_{0^{-}}^{\infty} \delta(t) e^{-s t} d t  \tag{i}\\
& =1 \tag{ii}
\end{align*}
$$

by the sifting property of the impulse function. Thus $\delta(t)$ has a similar property in the Fourier and Laplace domains; its transform is unity and it converges everywhere.

## - Example 5

Find the Laplace transform of a one-sided sinusoidal function

$$
x(t)= \begin{cases}0 & t \leq 0 \\ \sin \Omega_{0} t & t>0\end{cases}
$$

Solution: The Laplace transform is

$$
\begin{equation*}
X(s)=\int_{0^{-}}^{\infty} \sin \left(\Omega_{0} t\right) e^{-s t} d t \tag{i}
\end{equation*}
$$

and the sine may be expanded as a pair of complex exponentials using the Euler formula

$$
\begin{align*}
X(s) & =\frac{1}{j 2} \int_{0^{-}}^{\infty}\left[e^{-\left(\sigma+j\left(\Omega-\Omega_{0}\right)\right) t}-e^{-\left(\sigma+j\left(\Omega+\Omega_{0}\right)\right) t}\right] d t  \tag{ii}\\
& =\left[-\left.\frac{1}{\sigma+j\left(\Omega-\Omega_{0}\right)} e^{-\left(\sigma+j\left(\Omega-\Omega_{0}\right)\right) t}\right|_{0^{-}} ^{\infty}-\left[-\left.\frac{1}{\sigma+j\left(\Omega+\Omega_{0}\right)} e^{-\left(\sigma+j\left(\Omega+\Omega_{0}\right)\right) t}\right|_{0^{-}} ^{\infty}\right.\right. \\
& =\frac{\Omega_{0}}{(\sigma+j \Omega)^{2}+\Omega_{0}^{2}} \\
& =\frac{\Omega_{0}}{s^{2}+\Omega_{0}^{2}} \tag{iii}
\end{align*}
$$

for all $\sigma>0$.

These and other common Laplace transform pairs are summarized in Table ??.

### 1.2 Properties of the Laplace Transform

(1) Existence of the Laplace Transform The Laplace transform exists for a much broader range of functions than the Fourier transform. Provided the function $x(t)$ has a finite number of discontinuities in the interval $0<t<\infty$, and all such discontinuities are finite in magnitude, the transform converges for $\sigma>\alpha$ provided there can be found a pair of numbers $M$, and $\alpha$, such that

$$
|x(t)| \leq M e^{\alpha t}
$$

for all $t \geq 0$. As with the Dirichelet conditions for the Fourier transform, this is a sufficient condition to guarantee the existence of the integral but it is not strictly necessary.
While there are functions that do not satisfy this condition, for example $e^{t^{2}}>M e^{\alpha t}$ for any $M$ and $\alpha$ at sufficiently large values of $t$, the Laplace transform does exist for most functions of interest in the field of system dynamics.

| $x(t)$ for $t \geq 0$ | $X(s)$ |
| :---: | :---: |
| $\delta(t)$ | 1 |
| $u_{s}(t)$ | $\frac{1}{s}$ |
| $t$ | $\frac{1}{s^{2}}$ |
| $t^{k}$ | $\frac{k!}{s^{k+1}}$ |
| $e^{-a t}$ | $\frac{1}{s+a}$ |
| $t^{k} e^{-a t}$ | $\frac{k!}{(s+a)^{k+1}}$ |
| $1-e^{-a t}$ | $\frac{a}{s(s+a)}$ |
| $1+\frac{a b}{a-b} e^{-a t}-\frac{a}{a-b} e^{-b t}$ | $\frac{a(s+a)(s+b)}{s} \cos \Omega t^{e^{-a t}(\Omega \cos \Omega t-a \sin \Omega t)}$ |
| $\frac{s t \Omega^{2}}{s^{2}}$ | $\frac{\Omega}{s^{2}+\Omega^{2}}$ |
| $\frac{\Omega s}{(s+a)^{2}+\Omega^{2}}$ |  |

Table 1: Table of Laplace transforms $X(s)$ of some common causal functions of time $x(t)$.
(2) Linearity of the Laplace Transform Like the Fourier transform, the Laplace transform is a linear operation. If two functions of time $g(t)$ and $h(t)$ have Laplace transforms $G(s)$ and $H(s)$, that is

$$
\begin{aligned}
& g(t) \stackrel{\mathcal{L}}{\Longleftrightarrow} G(s) \\
& h(t) \stackrel{\mathcal{L}}{\Longleftrightarrow} H(s)
\end{aligned}
$$

then

$$
\begin{equation*}
\mathcal{L}\{a g(t)+b h(t)\}=a \mathcal{L}\{g(t)\}+b \mathcal{L}\{h(t)\} \tag{13}
\end{equation*}
$$

which is easily shown by substitution into the transform integral.
(3) Time Shifting If $X(s)=\mathcal{L} x(t)$ then

$$
\begin{equation*}
\mathcal{L}\{x(t+\tau)\}=e^{s \tau} X(s) \tag{14}
\end{equation*}
$$

This property follows directly from the definition of the transform

$$
\mathcal{L}\{x(t+\tau)\}=\int_{0^{-}}^{\infty} x(t+\tau) e^{-s t} d t
$$

and if the variable of integration is changed to $\nu=t+\tau$,

$$
\begin{align*}
\mathcal{L}\{x(t+\tau)\} & =\int_{0^{-}}^{\infty} x(\nu) e^{-s(\nu-\tau)} d \nu \\
& =e^{s \tau} \int_{0^{-}}^{\infty} x(\nu) e^{-s \nu} d \nu \\
& =e^{s \tau} X(s) \tag{15}
\end{align*}
$$

(4) The Laplace Transform of the Derivative of a Function If a function $x(t)$ has a Laplace transform $X(s)$, the Laplace transform of the derivative of $x(t)$ is

$$
\begin{equation*}
\mathcal{L}\left\{\frac{d x}{d t}\right\}=s X(s)-x(0) \tag{16}
\end{equation*}
$$

Using integration by parts

$$
\begin{aligned}
\mathcal{L}\left\{\frac{d x}{d t}\right\} & =\int_{0^{-}}^{\infty} \frac{d x}{d t} e^{-s t} d t \\
& =\left|x(t) e^{-s t}\right|_{0^{-}}^{\infty}+\int_{0^{-}}^{\infty} s x(t) e^{-s t} d t \\
& =s X(s)-x(0)
\end{aligned}
$$

This procedure may be repeated to find the Laplace transform of higher order derivatives, for example the Laplace transform of the second derivative is

$$
\begin{align*}
\mathcal{L}\left\{\frac{d^{2} x}{d t^{2}}\right\} & =s[s \mathcal{L}\{x(t)\}-x(0)]-\left.\frac{d x}{d t}\right|_{t=0} \\
& =s^{2} X(s)-s x(0)-\left.\frac{d x}{d t}\right|_{t=0} \tag{17}
\end{align*}
$$

which may be generalized to

$$
\begin{equation*}
\mathcal{L}\left\{\frac{d^{n} x}{d t^{n}}\right\}=s^{n} X(s)-\sum_{i=1}^{n} s^{n-i}\left(\left.\frac{d^{i-1} x}{d t^{i-1}}\right|_{t=0}\right) \tag{18}
\end{equation*}
$$

for the $n$ derivative of $x(t)$.
(5) The Laplace Transform of the Integral of a Function If $x(t)$ is a one-sided function of time with a Laplace transform $X(s)$, the Laplace transform of the integral of $x(t)$ is

$$
\begin{equation*}
\mathcal{L}\left\{\int_{0^{-}}^{t} x(\tau) d \tau\right\}=\frac{1}{s} X(s) \tag{19}
\end{equation*}
$$

If a new function $g(t)$, which is the integral of $x(t)$, is defined

$$
g(t)=\int_{0^{-}}^{t} x(\tau) d \tau
$$

then the derivative property shows that

$$
\mathcal{L}\{x(t)\}=s G(s)-g(0)
$$

and since $g(0)=0$, we obtain the desired result.

$$
G(s)=\frac{1}{s} X(s)
$$

(6) The Laplace Transform of a Periodic Function The Laplace transform of a one-sided periodic continuous function with period $T(>0)$ is

$$
\begin{equation*}
X(s)=\frac{1}{1-e^{-s T}} \int_{0^{-}}^{T} x(t) e^{-s t} d t \tag{20}
\end{equation*}
$$

Define a new function $x_{1}(t)$ that is defined over one period of the waveform

$$
x_{1}(t)= \begin{cases}x(t) & 0<t \leq T \\ 0 & \text { otherwise }\end{cases}
$$

so that $x(t)$ may be written

$$
x(t)=x_{1}(t)+x_{1}(t+T)+x_{1}(t+2 T)+x_{1}(t+3 T)+\ldots
$$

then using the time-shifting property above

$$
\begin{aligned}
X(s) & =X_{1}(s)+e^{-s T} X_{1}(s)+e^{-s 2 T} X_{1}(s)+e^{-s 3 T} X_{1}(s)+\ldots \\
& =\left(1+e^{-s T}+e^{-s 2 T}+e^{-s 3 T}+\ldots\right) X_{1}(s)
\end{aligned}
$$

The quantity in parentheses is a geometric series whose sum is $1 /\left(1-e^{-s T}\right)$ with the desired result

$$
\begin{aligned}
X(s) & =\frac{1}{1-e^{-s T}} X_{1}(s) \\
& =\frac{1}{1-e^{-s T}} \int_{0^{-}}^{T} x(t) e^{-s t} d t
\end{aligned}
$$

(7) The Final Value Theorem The final value theorem relates the steady-state behavior of a time domain function $x(t)$ to its Laplace transform. It applies only if $x(t)$ does in fact settle down to a steady (constant) value as $t \rightarrow \infty$. For example a sinusoidal function $\sin \Omega t$ does not have a steady-state value, and the final value theorem does not apply.

If $x(t)$ and its first derivative both have Laplace transforms, and if $\lim _{t \rightarrow \infty} x(t)$ exists then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} x(t)=\lim _{s \rightarrow 0} s X(s) \tag{21}
\end{equation*}
$$

To prove the theorem, consider the limit as $s$ approaches zero in the Laplace transform of the derivative

$$
\lim _{s \rightarrow 0} \int_{0^{-}}^{\infty}\left[\frac{d}{d t} x(t)\right] e^{-s t} d t=\lim _{s \rightarrow 0}[s X(s)-x(0)]
$$

from the derivative property above. Since $\lim _{s \rightarrow 0} e^{-s t}=1$

$$
\begin{aligned}
\int_{0^{-}}^{\infty}\left[\frac{d}{d t} x(t)\right] d t & =\left.x(t)\right|_{0^{-}} ^{\infty} \\
& =x(\infty)-x(0) \\
& =\lim _{s \rightarrow 0} s X(s)-x(0)
\end{aligned}
$$

from which we conclude

$$
x(\infty)=\lim _{s \rightarrow 0} s X(s)
$$

### 1.3 Computation of the Inverse Laplace Transform

Evaluation of the inverse Laplace transform integral, defined in Eq. (??), involves contour integration in the region of convergence in the complex plane, along a path parallel to the imaginary axis. In practice this integral is rarely solved, and the inverse transform is found by recourse to tables of transform pairs, such as Table ??. In linear system theory, including signal processing, Laplace transforms frequently appear as rational functions of the complex variable $s$, that is

$$
X(s)=\frac{N(s)}{D(s)}
$$

where the degree of the numerator polynomial $N(s)$ is at most equal to the degree of the denominator polynomial $D(s)$. The method of partial fractions may be used to express $\mathrm{X}(\mathrm{s})$ as a sum of simpler rational functions, all of which have well known inverse transforms, and the inverse transform may be found by simple table lookup. For example, suppose that $X(s)$ may be written in factored form

$$
X(s)=K \frac{\left(s+b_{1}\right)\left(s+b_{2}\right) \ldots\left(s+b_{m}\right)}{\left(s+a_{1}\right)\left(s+a_{2}\right) \ldots\left(s+a_{n}\right)}
$$

where $n \geq m$, and $a_{1}, a_{2}, \ldots, a_{n}$ and $b_{1}, b_{2}, \ldots, b_{m}$ are all either real or appear in complex conjugate pairs, if all of the $a_{i}$ are distinct, then the transform may be written as a sum of first-order terms

$$
X(s)=\frac{A_{1}}{s+a_{1}}+\frac{A_{2}}{s+a_{2}}+\ldots+\frac{A_{n}}{s+a_{n}}
$$

where the partial fraction coefficients $A_{1}, A_{2} \ldots A_{n}$ are found from the residues

$$
A_{i}=\left[\left(s+a_{i}\right) \frac{N(s)}{D(s)}\right]_{s=-a_{i}}
$$

From the table of transforms in Table ?? each first-order term corresponds to an exponential time function,

$$
e^{-a t} \stackrel{\mathcal{L}}{\Longleftrightarrow} \frac{1}{s+a},
$$

so that the complete inverse transform is

$$
x(t)=A_{1} e^{-a_{1} t}+A_{2} e^{-a_{2} t}+\ldots+A_{n} e^{-a_{n} t} .
$$

## - Example 6

Find the inverse Laplace transform of

$$
X(s)=\frac{6 s+14}{s^{2}+4 s+3} .
$$

Solution: The partial fraction expansion is

$$
\begin{aligned}
X(s) & =\frac{6 s+14}{(s+3)(s+1)} \\
& =\frac{A_{1}}{s+3}+\frac{A_{2}}{s+1}
\end{aligned}
$$

where $A_{1}$, and $A_{2}$ are found from the residues

$$
\begin{aligned}
A_{1} & =[(s+3) X(s)]_{s=-3} \\
& =\left[\frac{6 s+14}{s+1}\right]_{s=-3} \\
& =2,
\end{aligned}
$$

and similarly $A_{2}=4$. Then from Table ??,

$$
\begin{aligned}
x(t) & =\mathcal{L}^{-1}\{X(s)\} \\
& =\mathcal{L}^{-1}\left\{\frac{2}{s+3}\right\}+\mathcal{L}^{-1}\left\{\frac{4}{s+1}\right\} \\
& =2 e^{-3 t}+4 e^{-t} \quad \text { for } \quad t>0 .
\end{aligned}
$$

The method or partial fractions is described in more detail in the Appendix.
If the denominator polynomial $D(s)$ contains repeated factors, the partial fraction expansion of $X(s)$ contains additional terms involving higher powers of the factor.

## Example 7

Find the inverse Laplace transform of

$$
X(s)=\frac{5 s^{2}+3 s+1}{s^{3}+s^{2}}=\frac{5 s^{2}+3 s+1}{s^{2}(s+1)}
$$

Solution In this case there is a repeated factor $s^{2}$ in the denominator, and the partial fraction expansion contains an additional term:

$$
\begin{align*}
X(s) & =\frac{A_{1}}{s}+\frac{A_{2}}{s^{2}}+\frac{A_{3}}{s+1} \\
& =\frac{2}{s}+\frac{1}{s^{2}}+\frac{3}{s+1} \tag{i}
\end{align*}
$$

The inverse transform of the three components can be found in Table ??, and the total solution is therefore

$$
\begin{aligned}
x(t) & =\mathcal{L}^{-1}\{X(s)\} \\
& =2 \mathcal{L}^{-1}\left\{\frac{1}{s}\right\}+\mathcal{L}^{-1}\left\{\frac{1}{s^{2}}\right\}+3 \mathcal{L}^{-1}\left\{\frac{1}{s+1}\right\} \\
& =2+t+3 e^{-t} \quad \text { for } \quad t>0
\end{aligned}
$$

## 2 Laplace Transform Applications in Linear Systems

### 2.1 Solution of Linear Differential Equations

The use of the derivative property of the Laplace transform generates a direct algebraic solution method for determining the response of a system described by a linear input/output differential equation. Consider an $n$th order linear system, completely relaxed at time $t=0$, and described by

$$
\begin{align*}
& a_{n} \frac{d^{n} y}{d t^{n}}+a_{n-1} \frac{d^{n-1} y}{d t^{n-1}}+\ldots+a_{1} \frac{d y}{d t}+a_{0} y= \\
&  \tag{22}\\
& \quad b_{m} \frac{d^{m} u}{d t^{m}}+b_{m-1} \frac{d^{m-1} u}{d t^{m-1}}+\ldots+b_{1} \frac{d u}{d t}+b_{0} u
\end{align*}
$$

In addition assume that the input function $u(t)$, and all of its derivatives are zero at time $t=0$, and that any discontinuities occur at time $t=0^{+}$. Under these conditions the Laplace transforms of the derivatives of both the input and output simplify to

$$
\mathcal{L}\left\{\frac{d^{n} y}{d t^{n}}\right\}=s^{n} Y(s), \quad \text { and } \quad \mathcal{L}\left\{\frac{d^{n} u}{d t^{n}}\right\}=s^{n} U(s)
$$

so that if the Laplace transform of both sides is taken

$$
\begin{align*}
& \left\{a_{n} s^{n}+a_{n-1} s^{n-1}+\ldots+a_{1} s+a_{0}\right\} Y(s)= \\
& \quad\left\{b_{m} s^{m}+b_{m-1} s^{m-1}+\ldots+b_{1} s+b_{0}\right\} U(s) \tag{23}
\end{align*}
$$

which has had the effect of reducing the original differential equation into an algebraic equation in the complex variable $s$. This equation may be rewritten to define the Laplace transform of the output:

$$
\begin{align*}
Y(s) & =\frac{b_{m} s^{m}+b_{m-1} s^{m-1}+\ldots+b_{1} s+b_{0}}{a_{n} s^{n}+a_{n-1} s^{n-1}+\ldots+a_{1} s+a_{0}} U(s)  \tag{24}\\
& =H(s) U(s) \tag{25}
\end{align*}
$$

The Laplace transform generalizes the definition of the transfer function to a complete input/output description of the system for any input $u(t)$ that has a Laplace transform.

The system response $y(t)=\mathcal{L}^{-1}\{Y(s)\}$ may be found by decomposing the expression for $Y(s)=U(s) H(s)$ into a sum of recognizable components using the method of partial fractions as described above, and using tables of Laplace transform pairs, such as Table ??, to find the component time domain responses. To summarize, the Laplace transform method for determining the response of a system to an input $u(t)$ consists of the following steps:
(1) If the transfer function is not available it may be computed by taking the Laplace transform of the differential equation and solving the resulting algebraic equation for $Y(s)$.
(2) Take the Laplace transform of the input.
(3) Form the product $Y(s)=H(s) U(s)$.
(4) Find $y(t)$ by using the method of partial fractions to compute the inverse Laplace transform of $Y(s)$.

## ■ Example 8

Find the step response of first-order linear system with a differential equation

$$
\tau \frac{d y}{d t}+y(t)=u(t)
$$

Solution: It is assumed that the system is at rest at time $t=0$. The Laplace transform of the unit step input is (Table ??):

$$
\begin{equation*}
\mathcal{L}\left\{u_{s}(t)\right\}=\frac{1}{s} . \tag{i}
\end{equation*}
$$

Taking the Laplace transform of both sides of the differential equation generates

$$
\begin{align*}
Y(s) & =\frac{1}{\tau s+1} U(s)  \tag{ii}\\
& =\frac{1 / \tau}{s(s+1 / \tau)} \tag{iii}
\end{align*}
$$

Using the method of partial fractions (Appendix C), the response may be written

$$
\begin{align*}
Y(s) & =\frac{1}{s}-\frac{1}{s+1 / \tau}  \tag{iv}\\
& =\mathcal{L}\left\{u_{s}(t)\right\}+\mathcal{L}\left\{e^{-t / \tau}\right\} \tag{v}
\end{align*}
$$

from Table ??, and we conclude that

$$
\begin{equation*}
y(t)=1-e^{-t / \tau} \tag{vi}
\end{equation*}
$$

## Example 9

Find the response of a second-order system with a transfer function

$$
H(s)=\frac{2}{s^{2}+3 s+2}
$$

to a one-sided ramp input $u(t)=3 t$ for $t>0$.
Solution: From Table ??, the Laplace transform of the input is

$$
\begin{equation*}
U(s)=3 \mathcal{L}\{t\}=\frac{3}{s^{2}} \tag{i}
\end{equation*}
$$

Taking the Laplace transform of both sides

$$
\begin{align*}
Y(s)=H(s) U(s) & =\frac{6}{s^{2}\left(s^{2}+3 s+2\right)} \\
& =\frac{6}{s^{2}(s+2)(s+1)} \tag{ii}
\end{align*}
$$

The method of partial fractions is used to break the expression for $Y(s)$ into low-order components, noting that in this case we have a repeated root in the denominator:

$$
\begin{align*}
Y(s) & =-\frac{9}{2}\left(\frac{1}{s}\right)+3\left(\frac{1}{s^{2}}\right)+6\left(\frac{1}{s+1}\right)-\frac{3}{2}\left(\frac{1}{s+2}\right)  \tag{iii}\\
& =-\frac{9}{2} \mathcal{L}\{1\}+3 \mathcal{L}\{t\}+6 \mathcal{L}\left\{e^{-t}\right\}-\frac{3}{2} \mathcal{L}\left\{e^{-2 t}\right\} \tag{iv}
\end{align*}
$$

from the Laplace transforms in Table ??. The time-domain response is therefore

$$
\begin{equation*}
y(t)=-\frac{9}{2}+3 t+6 e^{-t}-\frac{3}{2} e^{-2 t} \tag{v}
\end{equation*}
$$

If the system initial conditions are not zero, the full definition of the Laplace transform of the derivative of a function defined in Eq. (??) must be used

$$
\mathcal{L}\left\{\frac{d^{n} y}{d t^{n}}\right\}=s^{n} Y(s)-\sum_{i=1}^{n} s^{n-i}\left(\left.\frac{d^{i-1} y}{d t^{i-1}}\right|_{t=0}\right)
$$

For example, consider a second-order differential equation describing a system with non-zero initial conditions $y(0)$ and $\dot{y}(0)$,

$$
\begin{equation*}
a_{2} \frac{d^{2} y}{d t^{2}}+a_{1} \frac{d y}{d t}+a_{0} y=b_{1} \frac{d u}{d t}+b_{0} u \tag{26}
\end{equation*}
$$

The complete Laplace transform of each term on both sides gives

$$
\begin{equation*}
a_{2}\left\{s^{2} Y(s)-s y(0)-y \prime(0)\right\}+a_{1}\{s Y(s)-y(0)\}+a_{0} Y(s)=b_{1} s U(s)+b_{0} U(s) \tag{27}
\end{equation*}
$$

where as before it is assumed that a time $t=0$ all derivatives of the input $u(t)$ are zero. Then

$$
\begin{equation*}
\left\{a_{2} s^{2}+a_{1} s+a_{0}\right\} Y(s)=\left\{b_{1} s+b_{0}\right\} U(s)+c_{1} s+c_{0} \tag{28}
\end{equation*}
$$

where $c_{1}=a_{2}(y(0)+\dot{y}(0))$ and $c_{0}=a_{1} y(0)$. The Laplace transform of the output is the superposition of two terms; one a forced response due to $u(t)$, and the second a function of the initial conditions:

$$
\begin{equation*}
Y(s)=\frac{b_{1} s+b_{0}}{a_{2} s^{2}+a_{1} s+a_{0}} U(s)+\frac{c_{2} s+c_{0}}{a_{2} s^{2}+a_{1} s+a_{0}} . \tag{29}
\end{equation*}
$$

The time-domain response also has two components

$$
\begin{equation*}
y(t)=\mathcal{L}^{-1}\left\{\frac{b_{1} s+b_{0}}{a_{2} s^{2}+a_{1} s+a_{0}} U(s)\right\}+\mathcal{L}^{-1}\left\{\frac{c_{1} s+c_{0}}{a_{2} s^{2}+a_{1} s+a_{0}}\right\} \tag{30}
\end{equation*}
$$

each which may be found using the method of partial fractions.

## - Example 10

A mass $m=18 \mathrm{~kg}$. is suspended on a spring of stiffness $K=162 \mathrm{~N} / \mathrm{m}$. At time $t=0$ the mass is released from a height $y(0)=0.1 \mathrm{~m}$ above its rest position. Find the resulting unforced motion of the mass.

Solution: The system has a homogeneous differential equation

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+\frac{k}{m} y=0 \tag{i}
\end{equation*}
$$

and initial conditions $y(0)=0.1$ and $\dot{y}(0)=0$. The Laplace transform of the differential equation is

$$
\begin{gather*}
\left\{s^{2} Y(s)-0.1 s\right\}+9 Y(s)=0  \tag{ii}\\
\left\{s^{2}+9\right\} Y(s)=0.1 s \tag{iii}
\end{gather*}
$$

so that

$$
\begin{align*}
y(t) & =0.1 \mathcal{L}^{-1}\left\{\frac{s}{s^{2}+9}\right\}  \tag{iv}\\
& =0.1 \cos 3 t \tag{v}
\end{align*}
$$

from Table ??.

### 2.2 The Convolution Property

The Laplace domain system representation has the same multiplicative input/output relationship as the Fourier transform domain. If a system input function $u(t)$ has both a Fourier transform and a Laplace transform

$$
\begin{aligned}
& u(t) \stackrel{\mathcal{F}}{\Longleftrightarrow} U(j \Omega) \\
& u(t) \stackrel{\mathcal{L}}{\Longleftrightarrow} U(s)
\end{aligned}
$$

a multiplicative input/output relationship between system input and output exists in both the Fourier and Laplace domains

$$
\begin{aligned}
Y(j \Omega) & =U(j \Omega) H(j \Omega) \\
Y(s) & =U(s) H(s)
\end{aligned}
$$

Consider the product of two Laplace transforms:

$$
\begin{aligned}
F(s) G(s) & =\int_{-\infty}^{\infty} f(\nu) e^{-s \nu} d \nu \cdot \int_{-\infty}^{\infty} g(\tau) e^{-s \tau} d \tau \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\nu) g(\tau) e^{-s(\nu+\tau)} d \tau d \nu,
\end{aligned}
$$

and with the substitution $t=\nu+\tau$

$$
\begin{align*}
F(s) G(s) & =\int_{-\infty}^{\infty}\left\{\int_{-\infty}^{\infty} f(t-\tau) g(\tau) d \tau\right\} e^{-s t} d t \\
& =\int_{-\infty}^{\infty}(f(t) \otimes g(t)) e^{-s t} d t \\
& =\mathcal{L}\{f(t) \otimes g(t)\} \tag{31}
\end{align*}
$$

The duality between the operations of convolution and multiplication therefore hold for the Laplace domain

$$
\begin{equation*}
f(t) \otimes g(t) \stackrel{\mathcal{L}}{\Longleftrightarrow} F(s) G(s) . \tag{32}
\end{equation*}
$$

### 2.3 The Relationship between the Transfer Function and the Impulse Response

The impulse response $h(t)$ is defined as the system response to a Dirac delta function $\delta(t)$. Because the impulse has the property that its Laplace transform is unity, in the Laplace domain the transform of the impulse response is

$$
h(t)=\mathcal{L}^{-1}\{H(s) U(s)\}=\mathcal{L}^{-1}\{H(s)\} .
$$

In other words, the system impulse response and the transfer function form a Laplace transform pair

$$
\begin{equation*}
h(t) \stackrel{\mathcal{L}}{\Longleftrightarrow} H(s) \tag{33}
\end{equation*}
$$

which is analogous to the Fourier transform relationship between the impulse response and the frequency response.

■ Example 11
Find the impulse response of a system with a transfer function

$$
H(s)=\frac{2}{(s+1)(s+2)}
$$

Solution: The impulse response is the inverse Laplace transform of the transfer function $H(s)$ :

$$
\begin{align*}
h(t) & =\mathcal{L}^{-1}\{H(s)\}  \tag{i}\\
& =\mathcal{L}^{-1}\left\{\frac{2}{(s+1)(s+2)}\right\}  \tag{ii}\\
& =\mathcal{L}^{-1}\left\{\frac{2}{s+1}\right\}-\mathcal{L}^{-1}\left\{\frac{2}{s+2}\right\}  \tag{iii}\\
& =2 e^{-t}-2 e^{-2 t} \tag{iv}
\end{align*}
$$

### 2.4 The Steady-State Response of a Linear System

The final value theorem states that if a time function has a steady-state value, then that value can be found from the limiting behavior of its Laplace transform as $s$ tends to zero,

$$
\lim _{t \rightarrow \infty} x(t)=\lim _{s \rightarrow 0} s X(s)
$$

This property can be applied directly to the response $y(t)$ of a system

$$
\begin{align*}
\lim _{t \rightarrow \infty} y(t) & =\lim _{s \rightarrow 0} s Y(s) \\
& =\lim _{s \rightarrow 0} s H(s) U(s) \tag{34}
\end{align*}
$$

if $y(t)$ does come to a steady value as time $t$ becomes large. In particular, if the input is a unit step function $u_{s}(t)$ then $U(s)=1 / s$, and the steady-state response is

$$
\begin{align*}
\lim _{t \rightarrow \infty} y(t) & =\lim _{s \rightarrow 0} s H(s) \frac{1}{s} \\
& =\lim _{s \rightarrow 0} H(s) \tag{35}
\end{align*}
$$

■ Example 12
Find the steady-state response of a system with a transfer function

$$
H(s)=\frac{s+3}{(s+2)\left(s^{2}+3 s+5\right)}
$$

to a unit step input.
Solution: Using the final value theorem

$$
\begin{align*}
\lim _{t \rightarrow \infty} y(t) & =\lim _{s \rightarrow 0}[s H(s) U(s)]  \tag{i}\\
& =\lim _{s \rightarrow 0}\left[s H(s) \frac{1}{s}\right]  \tag{ii}\\
& =\lim _{s \rightarrow 0} H(s)  \tag{iii}\\
& =\frac{3}{10} \tag{iv}
\end{align*}
$$
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## Appendix

Partial Fractions Rational functions of the form

$$
\begin{align*}
F(s) & =\frac{b_{m} s^{m}+b_{m-1} s^{m-1}+\ldots+b_{1} s+b_{0}}{a_{n} s^{n}+a_{n-1} s^{n-1}+\ldots+a_{1} s+a_{0}}  \tag{36}\\
& =\frac{N(s)}{D(s)}
\end{align*}
$$

occur frequently in Laplace transform analysis. If the function $F(s)$ is a proper rational function of $s$, that is it has a numerator polynomial $N(s)$ of degree $m$, and a denominator polynomial $D(s)$ of degree $n$ with $m<n$, and with no factors in common, then the method of partial fraction decomposition will allow $F(s)$ to expressed as a sum of simpler rational functions

$$
F(s)=F_{1}(s)+F_{2}(s)+\ldots+F_{n}(s)
$$

where the component functions $F_{i}(s)$ are of the form

$$
\begin{equation*}
\frac{A}{(s+a)^{k}} \quad \text { or } \quad \frac{B s+C}{\left(s^{2}+b s+c\right)^{k}} \tag{37}
\end{equation*}
$$

The nature and number of the terms in the partial fraction expansion is determined by the factors of the denominator polynomial $D(s)$.

The linear factors of any polynomial with real coefficients, such as $D(s)$, are either real or appear in complex conjugate pairs. Each pair of complex conjugate factors may be considered to represent two distinct complex factors, or they may be combined to generate a quadratic factor with real coefficients. For example the polynomial

$$
D(s)=s^{3}-s^{2}-s-15
$$

may be written in terms of one real linear and one real quadratic factor, or a real linear factor and a pair of complex linear factors

$$
\begin{aligned}
D(s) & =(s-3)\left(s^{2}+2 s+5\right) \\
& =(s-3)(s+(1+2 j))(s+(1-2 j))
\end{aligned}
$$

Each representation will produce a different, but equivalent, set of partial fractions. The choice of the representation will be dependent upon the particular application. The use of the quadratic form will however avoid the necessity for complex arithmetic in the expansion.

Assume that $F(s)$ is written so that $D(s)$ has a leading coefficient of unity, and that $D(s)$ has been factored completely into its linear and quadratic factors. Then let all repeated factors be collected together so that $D(s)$ may be written as a product of distinct factors of the form

$$
\left(s+a_{i}\right)^{p_{i}} \quad \text { or } \quad\left(s^{2}+b_{i} s+c_{i}\right)^{p_{i}}
$$

where $p_{i}$ is the multiplicity of the factor, and where the coefficients $a_{i}$ in the linear factors may be either real or complex, but the coefficients $b_{i}$ and $c_{i}$ in any quadratic factors must be real. Once this is done the partial fraction representation of $F(s)$ is composed of the following terms

Linear Factors: For each factor of $D(s)$ of the form $\left(s+a_{i}\right)^{p}$, there will be a set of $p$ terms

$$
\frac{A_{i 1}}{s+a_{i}}+\frac{A_{i 2}}{\left(s+a_{i}\right)^{2}}+\ldots+\frac{A_{i p}}{\left(s+a_{i}\right)^{p}}
$$

where $A_{i 1}, A_{i 2}, \ldots, A_{i p}$ are constants to be determined.
Quadratic Factors: In general for each factor of $D(s)$ of the form $\left(s^{2}+b_{i} s+c_{i}\right)^{p}$, there will be a set of $p$ terms

$$
\frac{B_{i 1} s+C_{i 1}}{s^{2}+b_{i} s+c_{i}}+\frac{B_{i 2} s+C_{i 2}}{\left(s^{2}+b_{i} s+c_{i}\right)^{2}}+\ldots+\frac{B_{i p} s+C_{i p}}{\left(s^{2}+b_{i} s+c_{i}\right)^{k}}
$$

where $B_{i 1}, B_{i 2}, \ldots, B_{i p}$ and $C_{i 1}, C_{i 2}, \ldots, C_{i p}$ are constants to be determined.

## Example 13

Determine the form of a partial fraction expansion for the rational function

$$
F(s)=\frac{2}{s^{2}+3 s+2} .
$$

where $N(s)=2$ and $D(s)=s^{2}+3 s+2$. If the denominator is factored the function may be written

$$
F(s)=\frac{2}{s^{2}+3 s+2}=\frac{2}{(s+1)(s+2)}
$$

and according to the rules above each of the two linear factors will introduce a single term into the partial fraction expansion

$$
F(s)=\frac{A_{1}}{s+1}+\frac{A_{2}}{s+2}
$$

where $A_{1}$ and $A_{2}$ have to be found.

## - Example 14

Determine the form of the terms in a partial fraction expansion for the rational function

$$
F(s)=\frac{2 s+3}{s^{2}(s+1)\left(s^{2}+2 s+5\right)}
$$

This example has a repeated factor $s^{2}$, a single real factor ( $s+1$ ), and a quadratic factor $\left(s^{2}+2 s+5\right)=(s+(1+2 j))(s+(1-2 j))$. The partial fraction expansion may be written in two possible forms; with the quadratic term

$$
F(s)=\frac{A_{11}}{s}+\frac{A_{12}}{s^{2}}+\frac{A_{2}}{s+1}+\frac{B_{3} s+C_{3}}{s^{2}+2 s+5}
$$

or in terms of a pair of complex factors

$$
F(s)=\frac{A_{11}}{s}+\frac{A_{12}}{s^{2}}+\frac{A_{3}}{s+1}+\frac{A_{4}}{s+(1+2 j)}+\frac{A_{5}}{s+(1-2 j)}
$$

## 3 Expansion Using Linear Algebra

The simplest conceptual method of determining the unknown constants $A_{i}$ is to multiply both the original rational function and the expansion by $D(s)$, then to expand and collect like terms. Then by equating coefficients on both sides a set of independent algebraic linear equations in the unknown constants will be produced and any of the standard solution methods may be used to find the set of values.

## - Example 15

Determine the partial fraction expansion for the rational function

$$
\begin{aligned}
F(s) & =\frac{2 s+4}{s^{3}-2 s^{2}} \\
& =\frac{2 s+4}{s^{2}(s-2)} .
\end{aligned}
$$

The partial fraction expansion will be

$$
F(s)=\frac{A_{11}}{s}+\frac{A_{12}}{s^{2}}+\frac{A_{2}}{s-2} .
$$

Multiplying both sides by $D(s)$ gives

$$
\begin{aligned}
2 s+4 & =A_{11} s(s-2)+A_{12}(s-2)+A_{2} s^{2} \\
& =\left(A_{11}+A_{2}\right) s^{2}+\left(-2 A_{11}+A_{12}\right) s-2 A_{12}
\end{aligned}
$$

Equating coefficients on both sides gives the set of equations

$$
\begin{aligned}
& \begin{aligned}
A_{11} & +A_{2}=0 \\
-2 A_{11} & +A_{12}
\end{aligned} \\
& -2 A_{11}+A_{12}=2 \\
& -2 A_{12}=4
\end{aligned}
$$

and solving these equations yields

$$
A_{11}=-2, \quad A_{12}=-2, \quad A_{2}=2
$$

so that

$$
F(s)=\frac{-2}{s}+\frac{-2}{s^{2}}+\frac{2}{s-2} .
$$

■ Example 16
Determine the partial fraction expansion for the rational function

$$
\begin{aligned}
F(s) & =\frac{s^{2}+s-2}{3 s^{3}-s^{2}+3 s-1} \\
& =\frac{s^{2}+s-2}{(3 s-1)\left(s^{2}+1\right)} .
\end{aligned}
$$

using the quadratic factor $\left(s^{2}+1\right)$ as one of the terms. The partial fraction expansion will be

$$
\frac{s^{2}+s-2}{(3 s-1)\left(s^{2}+1\right)}=\frac{A_{1}}{3 s-1}+\frac{B_{2} s+C_{2}}{s^{2}+1}
$$

and multiplying through by $(3 s-1)\left(s^{2}+1\right)$ gives

$$
s^{2}+s-2=\left(A_{1}+3 B_{2}\right) s^{2}+\left(-B_{2}+3 C_{2}\right) s+\left(A_{1}-C_{2}\right)
$$

Equating coefficients gives a set of three equations in the three unknowns which may be solved using any of the methods of linear algebra

$$
\begin{array}{rll}
A_{1}+3 B_{2} & & =1 \\
-B_{2}+3 C_{2} & =1 \\
A_{1} & -C_{2} & =-2
\end{array} .
$$

These equations may be solved using any of the methods of linear algebra, but if these equations are written in matrix form

$$
\left[\begin{array}{rrr}
1 & 3 & 0 \\
0 & -1 & 3 \\
1 & 0 & -1
\end{array}\right]\left[\begin{array}{l}
A_{1} \\
B_{2} \\
C_{2}
\end{array}\right]=\left[\begin{array}{r}
1 \\
1 \\
-2
\end{array}\right]
$$

Cramer's rule (Appendix A) may be used to find the constants, for example

$$
\begin{aligned}
A_{1} & =\frac{\operatorname{det}\left[\begin{array}{rrr}
1 & 3 & 0 \\
1 & -1 & 3 \\
-2 & 0 & -1
\end{array}\right]}{\operatorname{det}\left[\begin{array}{rrr}
1 & 3 & 0 \\
0 & -1 & 3 \\
1 & 0 & -1
\end{array}\right]} \\
& =-\frac{7}{5}
\end{aligned}
$$

Similarly, Cramer's rule could be used to find that

$$
B_{2}=\frac{4}{5}, \quad \text { and } \quad C_{2}=\frac{3}{5}
$$

giving the final result

$$
\frac{s^{2}+s-2}{(3 s-1)\left(s^{2}+1\right)}=-\frac{7}{5} \frac{1}{3 s-1}+\frac{1}{5} \frac{4 s+3}{s^{2}+1}
$$

## 4 Direct Computation of the Coefficients

If the partial fraction expansion is done in terms of linear factors the constants may be found directly. To demonstrate the method, assume initially that there are no repeated factors in
the denominator polynomial so that we can write

$$
\begin{aligned}
F(s) & =\frac{N(s)}{\left(s+a_{1}\right)\left(s+a_{2}\right) \ldots\left(s+a_{n}\right)} \\
& =\frac{A_{1}}{s+a_{1}}+\frac{A_{2}}{s+a_{2}}+\frac{A_{i}}{s+a_{i}}+\ldots+\frac{A_{n}}{s+a_{n}}
\end{aligned}
$$

If now both sides of the equation are multiplied by the factor $\left(s+a_{i}\right)$, the result is

$$
\begin{equation*}
F(s)\left(s+a_{i}\right)=\frac{A_{1}}{s+a_{1}}\left(s+a_{i}\right)+\frac{A_{2}}{s+a_{2}}\left(s+a_{i}\right)+A_{i}+\ldots+\frac{A_{n}}{s+a_{n}}\left(s+a_{i}\right) . \tag{38}
\end{equation*}
$$

If this expression is evaluated at $s=-a_{i}$, all of the terms on the right hand side, except for the $A_{i}$ term, will be identically zero giving an explicit formula for $A_{i}$

$$
\begin{equation*}
A_{i}=\left.\left[F(s)\left(s+a_{i}\right)\right]\right|_{s=-a_{i}} . \tag{39}
\end{equation*}
$$

This method will not work directly for all of the terms associated with a repeated factor in $D(s)$. For example suppose $D(s)$ has a factor with multiplicity of two and we write

$$
\begin{aligned}
F(s) & =\frac{N(s)}{\left(s+a_{1}\right)\left(s+a_{2}\right)^{2}} \\
& =\frac{A_{1}}{s+a_{1}}+\frac{A_{21}}{s+a_{2}}+\frac{A_{22}}{\left(s+a_{2}\right)^{2}}
\end{aligned}
$$

then if we attempt to compute $A_{21}$ as above by multiplying both sides by $\left(s+a_{2}\right)$, the resulting expression

$$
\begin{aligned}
F(s)\left(s+a_{2}\right) & =\frac{N(s)}{\left(s+a_{1}\right)\left(s+a_{2}\right)} \\
& =\frac{A_{1}}{s+a_{1}}\left(s+a_{2}\right)+A_{21}+\frac{A_{22}}{s+a_{2}}
\end{aligned}
$$

cannot be evaluated at $s=-a_{2}$ because of the remaining terms $\left(s+a_{2}\right)$ in the denominators. However if we form

$$
\begin{align*}
F(s)\left(s+a_{2}\right)^{2} & =\frac{N(s)}{s+a_{1}} \\
& =\frac{A_{1}}{s+a_{1}}\left(s+a_{2}\right)^{2}+A_{21}\left(s+a_{2}\right)+A_{22} \tag{40}
\end{align*}
$$

then

$$
A_{22}=\left.\left[F(s)\left(s+a_{2}\right)^{2}\right]\right|_{s=-a_{2}},
$$

and if Eq. (40) is differentiated with respect to $s$, the derivative at $s=-a_{2}$ has the value $A_{21}$ so that

$$
\begin{equation*}
A_{21}=\left.\left[\frac{d}{d s}\left[\left(s-a_{2}\right)^{2} F(s)\right]\right]\right|_{s=-a_{2}} \tag{41}
\end{equation*}
$$

In general if a factor $\left(s+a_{i}\right)$ has multiplicity $p$, then the constant $A_{i k}$ associated with the term

$$
\frac{A_{i k}}{\left(s+a_{i}\right)^{k}}
$$

is

$$
\begin{equation*}
A_{i k}=\left.\frac{1}{(p-k)!}\left[\frac{d^{p-k}}{d s^{p-k}}\left[\left(s-a_{i}\right)^{k} F(s)\right]\right]\right|_{s=-a_{i}} \tag{42}
\end{equation*}
$$

which will allow the direct computation of all of the required constants.

## - Example 17

Repeat Example 16, expanding the quadratic factor as a pair of complex linear factors. If the expansion is done in terms of complex linear factors

$$
\begin{aligned}
F(s) & =\frac{s^{2}+s-2}{3 s^{3}-s^{2}+3 s-1} \\
& =\frac{s^{2}+s-2}{(3 s-1)(s+j)(s-j)} .
\end{aligned}
$$

then since there are no repeated factors the partial fraction expansion is

$$
\frac{s^{2}+s-2}{(3 s-1)(s+j)(s-j)}=\frac{A_{1}}{3 s-1}+\frac{A_{2}}{s+j}+\frac{A_{3}}{s-j} .
$$

Using Eq. (39) directly

$$
\begin{gathered}
A_{1}=\left.F(s)(3 s-1)\right|_{s=1 / 3} \\
=\left.\frac{s^{2}+s-2}{s^{2}+1}\right|_{s=1 / 3}=-\frac{7}{5}, \\
A_{2}= \\
=\left.F(s)(s+j)\right|_{s=-j} \\
=\left.\frac{s^{2}+s-2}{(3 s-1)(s-j)}\right|_{s=-j}=-\frac{4+3 j}{10},
\end{gathered}
$$

and

$$
\begin{aligned}
A_{3} & =\left.F(s)(s-j)\right|_{s=j} \\
& =\left.\frac{s^{2}+s-2}{(3 s-1)(s+j)}\right|_{s=j}=-\frac{4-3 j}{10} .
\end{aligned}
$$

Notice that $A_{2}$ and $A_{3}$ are complex conjugates. The complete expansion is

$$
\frac{s^{2}+s-2}{(3 s-1)(s+j)(s-j)}==-\frac{7}{5} \frac{1}{3 s-1}+\frac{1}{10} \frac{4+3 j}{s+j}+\frac{1}{10} \frac{4-3 j}{s-j} .
$$

## - Example 18

Find the partial fraction expansion of the rational function

$$
\begin{aligned}
F(s) & =\frac{s+2}{s^{3}+5 s^{2}+7 s+3} \\
& =\frac{s+2}{(s+1)^{2}(s+3)}
\end{aligned}
$$

In this case there is a repeated factor $(s+1)^{2}$ and so the expansion is

$$
F(s)=\frac{A_{1}}{s+3}+\frac{A_{21}}{s+1}+\frac{A_{22}}{(s+1)^{2}}
$$

Then

$$
\begin{aligned}
A_{1} & =\left.\frac{s+2}{(s+1)^{2}}\right|_{s=-3}=-\frac{1}{4} \\
A_{21} & =\left.\frac{1}{(2-1)!} \frac{d}{d s}\left[\frac{s+2}{s+3}\right]\right|_{s=-1}=\left.\frac{1}{(s+3)^{2}}\right|_{s=-11}=\frac{1}{4} \\
A_{22} & =\left.\frac{s+2}{s+3}\right|_{s=-1}=\frac{1}{2}
\end{aligned}
$$

The complete expansion is

$$
F(s)=-\frac{1}{4} \frac{1}{s+3}+\frac{1}{4} \frac{1}{s+1}+\frac{1}{2} \frac{1}{(s+1)^{2}} .
$$


[^0]:    ${ }^{1}$ D. Rowell, September 23, 2008

