
Class 8 Review Problems
18.05, Spring 2014

1 Counting and Probability

1. (a) How many ways can you arrange the letters in the word STATISTICS? (e.g.
SSSTTTIIAC counts as one arrangement.)

(b) If all arrangements are equally likely, what is the probabilitiy the two ’i’s are next to
each other.

2 Conditional Probability and Bayes’ Theorem

2. Corrupted by their power, the judges running the popular game show America’s Next
Top Mathematician have been taking bribes from many of the contestants. Each episode,
a given contestant is either allowed to stay on the show or is kicked off.

If the contestant has been bribing the judges she will be allowed to stay with probability 1.
If the contestant has not been bribing the judges, she will be allowed to stay with probability
1/3.

Over two rounds, suppose that 1/4 of the contestants have been bribing the judges. The
same contestants bribe the judges in both rounds, i.e., if a contestant bribes them in the
first round, she bribes them in the second round too (and vice versa).

(a) If you pick a random contestant who was allowed to stay during the first episode, what
is the probability that she was bribing the judges?

(b) If you pick a random contestant, what is the probability that she is allowed to stay
during both of the first two episodes?

(c) If you pick random contestant who was allowed to stay during the first episode, what
is the probability that she gets kicked off during the second episode?

3 Independence

3. You roll a twenty-sided die. Determine whether the following pairs of events are
independent.

(a) ‘You roll an even number’ and ‘You roll a number less than or equal to 10’.

(b) ‘You roll an even number’ and ‘You roll a prime number’.

4 Expectation and Variance

4. The random variable X takes values -1, 0, 1 with probabilities 1/8, 2/8, 5/8 respectively.

(a) Compute E(X).
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(b) Give the pmf of Y = X2 and use it to compute E(Y ).

(c) Instead, compute E(X2) directly from an extended table.

(d) Compute Var(X).

5. Compute the expectation and variance of a Bernoulli(p) random variable.

6. Suppose 100 people all toss a hat into a box and then proceed to randomly pick out a
hat. What is the expected number of people to get their own hat back.

Hint: express the number of people who get their own hat as a sum of random variables
whose expected value is easy to compute.

5 Probability Mass Functions, Probability Density Functions
and Cumulative Distribution Functions

7. (a) Suppose that X has probability density function fX(x) = λe−λx for x ≥ 0. Compute
the cdf, FX(x).

(b) If Y = X2, compute the pdf and cdf of Y.

8. Suppose you roll a fair 6-sided die 100 times (independently), and you get $3 every
time you roll a 6. Let X1 be the number of dollars you win on rolls 1 through 25.

Let X2 be the number of dollars you win on rolls 26 through 50.

Let X3 be the number of dollars you win on rolls 51 through 75.

Let X4 be the number of dollars you win on rolls 76 throught 100.

Let X = X1 +X2 +X3 +X4 be the total number of dollars you win over all 100 rolls.

(a) What is the probability mass function of X?

(b) What is the expectation and variance of X?

(c) Let Y = 4X1. (So instead of rolling 100 times, you just roll 25 times and multiply your
winnings by 4.) (i) What are the expectation and variance of Y ?

(ii) How do the expectation and variance of Y compare to those of X? (I.e., are they bigger,
smaller, or equal?) Explain (briefly) why this makes sense.

6 Joint Probability, Covariance, Correlation

9. (Arithmetic Puzzle) The joint and marginal pmf’s of X and Y are partly given in
the following table.

X\Y 1 2 3

1 1/6 0 . . . 1/3
2 . . . 1/4 . . . 1/3
3 . . . . . . 1/4 . . .

1/6 1/3 . . . 1

(a) Complete the table.
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(b) Are X and Y independent?

10. Covariance and Independence
Let X be a random variable that takes values -2, -1, 0, 1, 2; each with probability 1/5.
Let Y = X2.

(a) Fill out the following table giving the joint frequency function for X and Y . Be sure
to include the marginal probabilities.

X -2 -1 0 1 2 total
Y

0
1
4

total

(b) Find E(X) and E(Y ).

(c) Show X and Y are not independent.

(d) Show Cov(X,Y ) = 0.
This is an example of uncorrelated but non-independent random variables. The reason
this can happen is that correlation only measures the linear dependence between the two
variables. In this case, X and Y are not at all linearly related.

11. Continuous Joint Distributions
SupposeX and Y are continuous random variables with joint density function f(x, y) = x+y
on the unit square [0, 1]× [0, 1].

(a) Let F (x, y) be the joint CDF. Compute F (1, 1). Compute F (x, y).

(b) Compute the marginal densities for X and Y .

(c) Are X and Y independent?

(d) Compute E(X), (Y ), E(X2 + Y 2), Cov(X,Y ).

7 Law of Large Numbers, Central Limit Theorem

12. Suppose X1, . . . , X∑100 are i.i.d. with mean 1/5 and variance 1/9. Use the central limit
theorem to estimate P ( Xi < 30).

13. (More Central Limit Theorem)
The average IQ in a population is 100 with standard deviation 15 (by definition, IQ is
normalized so this is the case). What is the probability that a randomly selected group of
100 people has an average IQ above 115?
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Standard normal table of left tail probabilities.

z Φ(z) z Φ(z) z Φ(z) z Φ(z)

-4.00 0.0000 -2.00 0.0228 0.00 0.5000 2.00 0.9772 Φ(z) =

-3.95 0.0000 -1.95 0.0256 0.05 0.5199 2.05 0.9798
(Use int

-3.90 0.0000 -1.90 0.0287 0.10 0.5398 2.10 0.9821
z value

-3.85 0.0001 -1.85 0.0322 0.15 0.5596 2.15 0.9842
place.)

-3.80 0.0001 -1.80 0.0359 0.20 0.5793 2.20 0.9861
-3.75 0.0001 -1.75 0.0401 0.25 0.5987 2.25 0.9878
-3.70 0.0001 -1.70 0.0446 0.30 0.6179 2.30 0.9893
-3.65 0.0001 -1.65 0.0495 0.35 0.6368 2.35 0.9906
-3.60 0.0002 -1.60 0.0548 0.40 0.6554 2.40 0.9918
-3.55 0.0002 -1.55 0.0606 0.45 0.6736 2.45 0.9929
-3.50 0.0002 -1.50 0.0668 0.50 0.6915 2.50 0.9938
-3.45 0.0003 -1.45 0.0735 0.55 0.7088 2.55 0.9946
-3.40 0.0003 -1.40 0.0808 0.60 0.7257 2.60 0.9953
-3.35 0.0004 -1.35 0.0885 0.65 0.7422 2.65 0.9960
-3.30 0.0005 -1.30 0.0968 0.70 0.7580 2.70 0.9965
-3.25 0.0006 -1.25 0.1056 0.75 0.7734 2.75 0.9970
-3.20 0.0007 -1.20 0.1151 0.80 0.7881 2.80 0.9974
-3.15 0.0008 -1.15 0.1251 0.85 0.8023 2.85 0.9978
-3.10 0.0010 -1.10 0.1357 0.90 0.8159 2.90 0.9981
-3.05 0.0011 -1.05 0.1469 0.95 0.8289 2.95 0.9984

-3.00 0.0013 -1.00 0.1587 1.00 0.8413 3.00 0.9987
-2.95 0.0016 -0.95 0.1711 1.05 0.8531 3.05 0.9989
-2.90 0.0019 -0.90 0.1841 1.10 0.8643 3.10 0.9990
-2.85 0.0022 -0.85 0.1977 1.15 0.8749 3.15 0.9992
-2.80 0.0026 -0.80 0.2119 1.20 0.8849 3.20 0.9993
-2.75 0.0030 -0.75 0.2266 1.25 0.8944 3.25 0.9994
-2.70 0.0035 -0.70 0.2420 1.30 0.9032 3.30 0.9995
-2.65 0.0040 -0.65 0.2578 1.35 0.9115 3.35 0.9996
-2.60 0.0047 -0.60 0.2743 1.40 0.9192 3.40 0.9997
-2.55 0.0054 -0.55 0.2912 1.45 0.9265 3.45 0.9997
-2.50 0.0062 -0.50 0.3085 1.50 0.9332 3.50 0.9998
-2.45 0.0071 -0.45 0.3264 1.55 0.9394 3.55 0.9998
-2.40 0.0082 -0.40 0.3446 1.60 0.9452 3.60 0.9998
-2.35 0.0094 -0.35 0.3632 1.65 0.9505 3.65 0.9999
-2.30 0.0107 -0.30 0.3821 1.70 0.9554 3.70 0.9999
-2.25 0.0122 -0.25 0.4013 1.75 0.9599 3.75 0.9999
-2.20 0.0139 -0.20 0.4207 1.80 0.9641 3.80 0.9999
-2.15 0.0158 -0.15 0.4404 1.85 0.9678 3.85 0.9999
-2.10 0.0179 -0.10 0.4602 1.90 0.9713 3.90 1.0000
-2.05 0.0202 -0.05 0.4801 1.95 0.9744 3.95 1.0000

P (Z ≤ z) for N(0, 1).

erpolation to estimate
s to a 3rd decimal



MIT OpenCourseWare
https://ocw.mit.edu

18.05 Introduction to Probability and Statistics
Spring 2014

For information about citing these materials or our Terms of Use, visit: https://ocw.mit.edu/terms.

https://ocw.mit.edu
https://ocw.mit.edu/terms

	Counting and Probability
	Conditional Probability and Bayes' Theorem
	Independence
	Expectation and Variance
	Probability Mass Functions, Probability Density Functions and Cumulative Distribution Functions
	Joint Probability, Covariance, Correlation
	Law of Large Numbers, Central Limit Theorem



