
Exam 2 Practice Questions, 18.05, Spring 2014
 

Note: This is a set of practice problems for exam 2. The actual exam will be much shorter. 
Within each section we’ve arranged the problems roughly in order of difficulty. 

1 Topics 

•	 Statistics: data, MLE (pset 5) 

•	 Bayesian inference: prior, likelihood, posterior, predictive probability, probability in­
tervals (psets 5, 6) 

•	 Frequentist inference: NHST (psets 7, 8) 

2 Using the probability tables 

You should become familiar with the probability tables at the end of these notes. 

1. Use the standard normal table to find the following values. In all the problems Z is a 
standard normal random variable. 

(a) (i) P (Z < 1.5) (ii) P (Z > 1.5) (iii) P (−1.5 < Z < 1.5) (iv) P (Z ≤ 1.625) 

(b) (i) The right-tail with probability α = 0.05. 

(ii) The two-sided rejection region with probability α = 0.2. 

(iii) Find the range for the middle 50% of probability. 

2. The t-tables are different. They give the right critical values corresponding to probabil­
ities. To save space we only give critical values for p ≤ 0.5. You need to use the symmetry of 
the t-distribution to get them for p < 0.5. That is, tdf, p = −tdf, 1−p, e.g. t5, 0.0975 = −t5, 0.025. 

Use the t-table to estimate the following values. In all the problems T is a random variable 
drawn from a t-distribution with the indicated number of degrees of freedom. 

(a) (i) P (T > 1.6), with df = 3 

(ii) P (T < 1.6) with df = 3 

(iii) P (−1.68 < T < 1.68) with df = 49 

(iv) P (−1.6 < T < 1.6) with df = 49 

(b) (i) The critical value for probability α = 0.05 for 8 degrees of freedom. 

(ii) The two-sided rejection region with probability α = 0.2 for 16 degrees of freedom. 

(iii) Find the range for the middle 50% of probability with df = 20. 

3. The chi-square tables are different. They give the right critical values corresponding to 
probabilities. 
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Use the chi-square tables table to find the following values. In all the problems X2 is 
a random variable drawn from a χ2-distribution with the indicated number of degrees of 
freedom. 

(a) (i) P (X2 > 1.6), with df = 3 

(ii) P (X2 > 20) with df = 16 

(b) (i) The right critical value for probability α = 0.05 for 8 degrees of freedom. 

(ii) The two-sided rejection region with probability α = 0.2 for 16 degrees of freedom. 

3 Data 

4. The following data is from a random sample: 5, 1, 3, 3, 8. 

Compute the sample mean, sample standard deviation and sample median. 

5. The following data is from a random sample: 
1, 1, 1, 2, 3, 5, 5, 8, 12, 13, 14, 14, 14, 14, 18, 100. 

Find the first, second and third quartiles. 

4 MLE 

6. (a) A coin is tossed 100 times and lands heads 62 times. What is the maximum 
likelihood estimate for θ the probability of heads. 

(b) A coin is tossed n times and lands heads k times. What is the maximum likelihood 
estimate for θ the probability of heads. 

7. Suppose the data set y1, . . . , yn is a drawn from a random sample consisting of i.i.d. 
discrete uniform distributions with range 1 to N . Find the maximum likelihood estimate 
of N . 

8. Suppose data x1, . . . , xn is drawn from an exponential distribution exp(λ). Find the 
maximum likelihood for λ. 

9. Suppose x1, . . . , xn is a data set drawn from a geometric(1/a) distribution. Find the 
maximum likelihood estimate of a. Here, geometric(p) means the probability of success is 
p and we run trials until the first success and report the total number of trials, including 
the success. For example, the sequence FFFFS is 4 failures followed by a success, which 
produces x = 5. 

10. You want to estimate the size of an MIT class that is closed to visitors. You know 
that the students are numbered from 1 to n, where n is the number of students. You call 
three random students out of the classroom and ask for their numbers, which turn out to 
be 1, 3, 7. Find the maximum likelihood estimate for n. (Hint: the student #’s are drawn 
from a discrete uniform distribution.) 
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5 Bayesian updating: discrete prior, discrete likelihood 

11. Twins Suppose 1/3 of twins are identical and 2/3 of twins are fraternal. If you are 
pregnant with twins of the same sex, what is the probability that they are identical? 

12. Dice. You have a drawer full of 4, 6, 8, 12 and 20-sided dice. You suspect that they 
are in proportion 1:2:10:2:1. Your friend picks one at random and rolls it twice getting 5 
both times. 

(a) What is the probability your friend picked the 8-sided die? 

(b) (i) What is the probability the next roll will be a 5? 
(ii) What is the probability the next roll will be a 15? 

13. Sameer has two coins: one fair coin and one biased coin which lands heads with 
probability 3/4. He picks one coin at random (50-50) and flips it repeatedly until he gets 
a tails. Given that he observes 3 heads before the first tails, find the posterior probability 
that he picked each coin. 

(a) What are the prior and posterior odds for the fair coin? 

(b) What are the prior and posterior predictive probabilities of heads on the next flip? 
Here prior predictive means prior to considering the data of the first four flips. 

6 Bayesian Updating: continuous prior, discrete likelihood 

14. Peter and Jerry disagree over whether 18.05 students prefer Bayesian or frequentist 
statistics. They decide to pick a random sample of 10 students from the class and get Shelby 
to ask each student which they prefer. They agree to start with a prior f(θ) ∼ beta(2, 2), 
where θ is the percent that prefer Bayesian. 

(a) Let x1 be the number of people in the sample who prefer Bayesian statistics. What is 
the pmf of x1? 

(b) Compute the posterior distribution of θ given x1 = 6. 

(c) Use R to compute 50% and 90% probability intervals for θ. Center the intervals so 
that the leftover probability in both tails is the same. 

(d) The maximum a posteriori (MAP) estimate of θ (the peak of the posterior) is given 
by θ̂ = 7/12, leading Jerry to concede that a majority of students are Bayesians. In light 
of your answer to part (c) does Jerry have a strong case? 

(e) They decide to get another sample of 10 students and ask Neil to poll them. Write 
down in detail the expression for the posterior predictive probability that the majority of 
the second sample prefer Bayesian statistics. The result will be an integral with several 
terms. Don’t bother computing the integral. 
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7	 Bayesian Updating: discrete prior, continuous likelihood 

15. Suppose that Alice is always X hours late to class and X is uniformly distributed 
on [0, θ]. Suppose that a priori, we know that θ is either 1/4 or 3/4, both equally likely. If 
Alice arrives 10 minutes late, what is the most likely value of θ? What if she had arrived 
30 minutes late? 

8	 Bayesian Updating: continuous prior, continuous likeli­
hood 

16. Suppose that you have a cable whose exact length is θ. You have a ruler with known 
error normally distributed with mean 0 and variance 10−4 . Using this ruler, you measure 
your cable, and the resulting measurement x is distributed as N(θ, 10−4). 

(a) Suppose your prior on the length of the cable is θ ∼ N(9, 1). If you then measure 
x = 10, what is your posterior pdf for θ? 

(b) With the same prior as in part (a), compute the total number of measurements needed 
so that the posterior variance of θ is less than 10−6 . 

17. Gamma prior. Customer waiting times (in hours) at a popular restaurant can be 
modeled as an exponential random variable with parameter λ. Suppose that a priori we 
know that λ can take any value in (0, ∞) and has density function 

−λf(λ) = 
1 
λ4 e . 

4! 
Suppose we observe 5 customers, with waitings times x1 = 0.23, x2 = 0.80, x3 = 0.12, x4 = 
0.35, x5 = 0.5. Compute the posterior density function of λ. ∞ 

a−1 (a − 1)!
(Hint: y e −bydy = 

ba .) 
0 

18. Exponential censoring. [Information Theory, Inference, and Learning Algorithms 
by David J. C. Mackay]. Unstable particles are emitted from a source and decay at a 
distance X ∼ exp(λ), where λ is unknown. Scientists are interested in finding the mean 
decay distance, given by 1/λ. Their equipment is such that decay events can be observed 
only if they occur in a window extending from x = 1cm to x = 20cm. 

(a) Let Z(λ) be the probability that an emitted particle decays in the window of detection. 
Find Z(λ) in terms of λ. 

(b) A decay event is observed at location x. Find the likelihood f(x|λ). Hint: This is the 
probability that an observed decay event occurs at location x, given λ. Use (a). 

(c) Suppose that based on earlier experiments, scientists believe that the mean decay 
distance 1/λ is equally likely to be anywhere between 5cm and 30cm. By transforming 

1 1random variables, this corresponds to a prior for λ of fΛ(λ) = on [ 1 ]. Over the 
25λ2 30 , 5 

course of a new experiment, 4 decay events are observed at locations {5, 11, 13, 14}. Find the 
1posterior odds that the mean decay distance is greater than 10cm (i.e., λ ≤ ). Express 10 

your answer as a ratio of two integrals (you do not need to evaluate these integrals; in 
practice you would hand them to a computer). 
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9 NHST 

19. z-test 
Suppose we have 49 data points with sample mean 6.25 and sample variance 12. We want
 
to test the following hypotheses
 
H0: the data is drawn from a N(4, 102) distribution.
 
HA: the data is drawn from N(µ, 102) where µ  
= 4. 

(a) Test for significance at the α = 0.05 level. Use the tables at the end of this file to 
compute p-values. 

(b) Draw a picture showing the null pdf, the rejection region and the area used to compute 
the p-value. 

20. t-test 
Suppose we have 49 data points with sample mean 6.25 and sample variance 36. We want 
to test the following hypotheses: 

(a) H0: the data is drawn from N(4, σ2), where σ is unknown. 
HA: the data is drawn from N(µ, σ2) where µ  = 4. 

Test for significance at the α = 0.05 level. Use the t-table to find the p value. 

(b) Draw a picture showing the null pdf, the rejection region and the area used to compute 
the p-value for part (a). 

21. There are lots of good NHST problems in psets 7 and 8 and the reading, including 
two-sample t test, chi-square, ANOVA, and F-test for equal variance. 

22. Probability, MLE, goodness of fit 
There was a multicenter test of the rate of success for a certain medical procedure. At each 
of the 60 centers the researchers tested 12 subjects and reported the number of successes. 

(a) Assume that θ is the probability of success for one patient and let x be the data from 
one center. What is the probability mass function of x? 

(b) Assume that the probability of success θ is the same at each center and the 60 centers 
produced data: x1, x2, . . . , x60. Find the MLE for θ. Write your answer in terms of x̄ 

Parts (c-e) use the following table which gives counts from 60 centers, e.g. x = 2 occurred 
in 17 out of 60 centers. 

x 0 1 2 3 4 5 
counts 4 15 17 10 8 6 

(c) Compute x̄ the average number of successes over the 60 centers. 

(d) Assuming the probability of success at each center is the same, show that the MLE 
for θ is θ̂ = 0.1958. 

(e) Do a χ2 goodness of fit to test the assumption that the probability of success is the 
same at each center. Find the p-value and use a significance level of 0.05. 

In this test the number of degrees of freedom is the number of bins - 2. 
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Standard normal table of left tail probabilities. 

z Φ(z) z Φ(z) z Φ(z) z Φ(z) 
-4.00 0.0000 -2.00 0.0228 0.00 0.5000 2.00 0.9772 
-3.95 0.0000 -1.95 0.0256 0.05 0.5199 2.05 0.9798 
-3.90 0.0000 -1.90 0.0287 0.10 0.5398 2.10 0.9821 
-3.85 0.0001 -1.85 0.0322 0.15 0.5596 2.15 0.9842 
-3.80 0.0001 -1.80 0.0359 0.20 0.5793 2.20 0.9861 
-3.75 0.0001 -1.75 0.0401 0.25 0.5987 2.25 0.9878 
-3.70 0.0001 -1.70 0.0446 0.30 0.6179 2.30 0.9893 
-3.65 0.0001 -1.65 0.0495 0.35 0.6368 2.35 0.9906 
-3.60 0.0002 -1.60 0.0548 0.40 0.6554 2.40 0.9918 
-3.55 0.0002 -1.55 0.0606 0.45 0.6736 2.45 0.9929 
-3.50 0.0002 -1.50 0.0668 0.50 0.6915 2.50 0.9938 
-3.45 0.0003 -1.45 0.0735 0.55 0.7088 2.55 0.9946 
-3.40 0.0003 -1.40 0.0808 0.60 0.7257 2.60 0.9953 
-3.35 0.0004 -1.35 0.0885 0.65 0.7422 2.65 0.9960 
-3.30 0.0005 -1.30 0.0968 0.70 0.7580 2.70 0.9965 
-3.25 0.0006 -1.25 0.1056 0.75 0.7734 2.75 0.9970 
-3.20 0.0007 -1.20 0.1151 0.80 0.7881 2.80 0.9974 
-3.15 0.0008 -1.15 0.1251 0.85 0.8023 2.85 0.9978 
-3.10 0.0010 -1.10 0.1357 0.90 0.8159 2.90 0.9981 
-3.05 0.0011 -1.05 0.1469 0.95 0.8289 2.95 0.9984 
-3.00 0.0013 -1.00 0.1587 1.00 0.8413 3.00 0.9987 
-2.95 0.0016 -0.95 0.1711 1.05 0.8531 3.05 0.9989 
-2.90 0.0019 -0.90 0.1841 1.10 0.8643 3.10 0.9990 
-2.85 0.0022 -0.85 0.1977 1.15 0.8749 3.15 0.9992 
-2.80 0.0026 -0.80 0.2119 1.20 0.8849 3.20 0.9993 
-2.75 0.0030 -0.75 0.2266 1.25 0.8944 3.25 0.9994 
-2.70 0.0035 -0.70 0.2420 1.30 0.9032 3.30 0.9995 
-2.65 0.0040 -0.65 0.2578 1.35 0.9115 3.35 0.9996 
-2.60 0.0047 -0.60 0.2743 1.40 0.9192 3.40 0.9997 
-2.55 0.0054 -0.55 0.2912 1.45 0.9265 3.45 0.9997 
-2.50 0.0062 -0.50 0.3085 1.50 0.9332 3.50 0.9998 
-2.45 0.0071 -0.45 0.3264 1.55 0.9394 3.55 0.9998 
-2.40 0.0082 -0.40 0.3446 1.60 0.9452 3.60 0.9998 
-2.35 0.0094 -0.35 0.3632 1.65 0.9505 3.65 0.9999 
-2.30 0.0107 -0.30 0.3821 1.70 0.9554 3.70 0.9999 
-2.25 0.0122 -0.25 0.4013 1.75 0.9599 3.75 0.9999 
-2.20 0.0139 -0.20 0.4207 1.80 0.9641 3.80 0.9999 
-2.15 0.0158 -0.15 0.4404 1.85 0.9678 3.85 0.9999 
-2.10 0.0179 -0.10 0.4602 1.90 0.9713 3.90 1.0000 
-2.05 0.0202 -0.05 0.4801 1.95 0.9744 3.95 1.0000 

Φ(z) = P (Z ≤ z) for N(0, 1). 

(Use interpolation to estimate 
z values to a 3rd decimal 
place.) 
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Table of Student t critical values (right-tail) 

The table shows tdf, p = the 1 − p quantile of t(df).
 

We only give values for p ≤ 0.5. Use symmetry to find the values for p > 0.5, e.g.
 

t5, 0.975 = −t5, 0.025 

In R notation tdf, p = qt(1-p, df). 

df\p 0.005 0.010 0.015 0.020 0.025 0.030 0.040 0.050 0.100 0.200 0.300 0.400 0.500 
1 63.66 31.82 21.20 15.89 12.71 10.58 7.92 6.31 3.08 1.38 0.73 0.32 0.00 
2 9.92 6.96 5.64 4.85 4.30 3.90 3.32 2.92 1.89 1.06 0.62 0.29 0.00 
3 5.84 4.54 3.90 3.48 3.18 2.95 2.61 2.35 1.64 0.98 0.58 0.28 0.00 
4 4.60 3.75 3.30 3.00 2.78 2.60 2.33 2.13 1.53 0.94 0.57 0.27 0.00 
5 4.03 3.36 3.00 2.76 2.57 2.42 2.19 2.02 1.48 0.92 0.56 0.27 0.00 
6 3.71 3.14 2.83 2.61 2.45 2.31 2.10 1.94 1.44 0.91 0.55 0.26 0.00 
7 3.50 3.00 2.71 2.52 2.36 2.24 2.05 1.89 1.41 0.90 0.55 0.26 0.00 
8 3.36 2.90 2.63 2.45 2.31 2.19 2.00 1.86 1.40 0.89 0.55 0.26 0.00 
9 3.25 2.82 2.57 2.40 2.26 2.15 1.97 1.83 1.38 0.88 0.54 0.26 0.00 
10 3.17 2.76 2.53 2.36 2.23 2.12 1.95 1.81 1.37 0.88 0.54 0.26 0.00 
16 2.92 2.58 2.38 2.24 2.12 2.02 1.87 1.75 1.34 0.86 0.54 0.26 0.00 
17 2.90 2.57 2.37 2.22 2.11 2.02 1.86 1.74 1.33 0.86 0.53 0.26 0.00 
18 2.88 2.55 2.36 2.21 2.10 2.01 1.86 1.73 1.33 0.86 0.53 0.26 0.00 
19 2.86 2.54 2.35 2.20 2.09 2.00 1.85 1.73 1.33 0.86 0.53 0.26 0.00 
20 2.85 2.53 2.34 2.20 2.09 1.99 1.84 1.72 1.33 0.86 0.53 0.26 0.00 
21 2.83 2.52 2.33 2.19 2.08 1.99 1.84 1.72 1.32 0.86 0.53 0.26 0.00 
22 2.82 2.51 2.32 2.18 2.07 1.98 1.84 1.72 1.32 0.86 0.53 0.26 0.00 
23 2.81 2.50 2.31 2.18 2.07 1.98 1.83 1.71 1.32 0.86 0.53 0.26 0.00 
24 2.80 2.49 2.31 2.17 2.06 1.97 1.83 1.71 1.32 0.86 0.53 0.26 0.00 
25 2.79 2.49 2.30 2.17 2.06 1.97 1.82 1.71 1.32 0.86 0.53 0.26 0.00 
30 2.75 2.46 2.28 2.15 2.04 1.95 1.81 1.70 1.31 0.85 0.53 0.26 0.00 
31 2.74 2.45 2.27 2.14 2.04 1.95 1.81 1.70 1.31 0.85 0.53 0.26 0.00 
32 2.74 2.45 2.27 2.14 2.04 1.95 1.81 1.69 1.31 0.85 0.53 0.26 0.00 
33 2.73 2.44 2.27 2.14 2.03 1.95 1.81 1.69 1.31 0.85 0.53 0.26 0.00 
34 2.73 2.44 2.27 2.14 2.03 1.95 1.80 1.69 1.31 0.85 0.53 0.26 0.00 
35 2.72 2.44 2.26 2.13 2.03 1.94 1.80 1.69 1.31 0.85 0.53 0.26 0.00 
40 2.70 2.42 2.25 2.12 2.02 1.94 1.80 1.68 1.30 0.85 0.53 0.26 0.00 
41 2.70 2.42 2.25 2.12 2.02 1.93 1.80 1.68 1.30 0.85 0.53 0.25 0.00 
42 2.70 2.42 2.25 2.12 2.02 1.93 1.79 1.68 1.30 0.85 0.53 0.25 0.00 
43 2.70 2.42 2.24 2.12 2.02 1.93 1.79 1.68 1.30 0.85 0.53 0.25 0.00 
44 2.69 2.41 2.24 2.12 2.02 1.93 1.79 1.68 1.30 0.85 0.53 0.25 0.00 
45 2.69 2.41 2.24 2.12 2.01 1.93 1.79 1.68 1.30 0.85 0.53 0.25 0.00 
46 2.69 2.41 2.24 2.11 2.01 1.93 1.79 1.68 1.30 0.85 0.53 0.25 0.00 
47 2.68 2.41 2.24 2.11 2.01 1.93 1.79 1.68 1.30 0.85 0.53 0.25 0.00 
48 2.68 2.41 2.24 2.11 2.01 1.93 1.79 1.68 1.30 0.85 0.53 0.25 0.00 
49 2.68 2.40 2.24 2.11 2.01 1.93 1.79 1.68 1.30 0.85 0.53 0.25 0.00 
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Table of χ2 critical values (right-tail) 

The table shows cdf, p = the 1 − p quantile of χ2(df). 

In R notation cdf, p = qchisq(1-p, df). 

df\p 0.010 0.025 0.050 0.100 0.200 0.300 0.500 0.700 0.800 0.900 0.950 0.975 0.990 
1 6.63 5.02 3.84 2.71 1.64 1.07 0.45 0.15 0.06 0.02 0.00 0.00 0.00 
2 9.21 7.38 5.99 4.61 3.22 2.41 1.39 0.71 0.45 0.21 0.10 0.05 0.02 
3 11.34 9.35 7.81 6.25 4.64 3.66 2.37 1.42 1.01 0.58 0.35 0.22 0.11 
4 13.28 11.14 9.49 7.78 5.99 4.88 3.36 2.19 1.65 1.06 0.71 0.48 0.30 
5 15.09 12.83 11.07 9.24 7.29 6.06 4.35 3.00 2.34 1.61 1.15 0.83 0.55 
6 16.81 14.45 12.59 10.64 8.56 7.23 5.35 3.83 3.07 2.20 1.64 1.24 0.87 
7 18.48 16.01 14.07 12.02 9.80 8.38 6.35 4.67 3.82 2.83 2.17 1.69 1.24 
8 20.09 17.53 15.51 13.36 11.03 9.52 7.34 5.53 4.59 3.49 2.73 2.18 1.65 
9 21.67 19.02 16.92 14.68 12.24 10.66 8.34 6.39 5.38 4.17 3.33 2.70 2.09 
10 23.21 20.48 18.31 15.99 13.44 11.78 9.34 7.27 6.18 4.87 3.94 3.25 2.56 
16 32.00 28.85 26.30 23.54 20.47 18.42 15.34 12.62 11.15 9.31 7.96 6.91 5.81 
17 33.41 30.19 27.59 24.77 21.61 19.51 16.34 13.53 12.00 10.09 8.67 7.56 6.41 
18 34.81 31.53 28.87 25.99 22.76 20.60 17.34 14.44 12.86 10.86 9.39 8.23 7.01 
19 36.19 32.85 30.14 27.20 23.90 21.69 18.34 15.35 13.72 11.65 10.12 8.91 7.63 
20 37.57 34.17 31.41 28.41 25.04 22.77 19.34 16.27 14.58 12.44 10.85 9.59 8.26 
21 38.93 35.48 32.67 29.62 26.17 23.86 20.34 17.18 15.44 13.24 11.59 10.28 8.90 
22 40.29 36.78 33.92 30.81 27.30 24.94 21.34 18.10 16.31 14.04 12.34 10.98 9.54 
23 41.64 38.08 35.17 32.01 28.43 26.02 22.34 19.02 17.19 14.85 13.09 11.69 10.20 
24 42.98 39.36 36.42 33.20 29.55 27.10 23.34 19.94 18.06 15.66 13.85 12.40 10.86 
25 44.31 40.65 37.65 34.38 30.68 28.17 24.34 20.87 18.94 16.47 14.61 13.12 11.52 
30 50.89 46.98 43.77 40.26 36.25 33.53 29.34 25.51 23.36 20.60 18.49 16.79 14.95 
31 52.19 48.23 44.99 41.42 37.36 34.60 30.34 26.44 24.26 21.43 19.28 17.54 15.66 
32 53.49 49.48 46.19 42.58 38.47 35.66 31.34 27.37 25.15 22.27 20.07 18.29 16.36 
33 54.78 50.73 47.40 43.75 39.57 36.73 32.34 28.31 26.04 23.11 20.87 19.05 17.07 
34 56.06 51.97 48.60 44.90 40.68 37.80 33.34 29.24 26.94 23.95 21.66 19.81 17.79 
35 57.34 53.20 49.80 46.06 41.78 38.86 34.34 30.18 27.84 24.80 22.47 20.57 18.51 
40 63.69 59.34 55.76 51.81 47.27 44.16 39.34 34.87 32.34 29.05 26.51 24.43 22.16 
41 64.95 60.56 56.94 52.95 48.36 45.22 40.34 35.81 33.25 29.91 27.33 25.21 22.91 
42 66.21 61.78 58.12 54.09 49.46 46.28 41.34 36.75 34.16 30.77 28.14 26.00 23.65 
43 67.46 62.99 59.30 55.23 50.55 47.34 42.34 37.70 35.07 31.63 28.96 26.79 24.40 
44 68.71 64.20 60.48 56.37 51.64 48.40 43.34 38.64 35.97 32.49 29.79 27.57 25.15 
45 69.96 65.41 61.66 57.51 52.73 49.45 44.34 39.58 36.88 33.35 30.61 28.37 25.90 
46 71.20 66.62 62.83 58.64 53.82 50.51 45.34 40.53 37.80 34.22 31.44 29.16 26.66 
47 72.44 67.82 64.00 59.77 54.91 51.56 46.34 41.47 38.71 35.08 32.27 29.96 27.42 
48 73.68 69.02 65.17 60.91 55.99 52.62 47.34 42.42 39.62 35.95 33.10 30.75 28.18 
49 74.92 70.22 66.34 62.04 57.08 53.67 48.33 43.37 40.53 36.82 33.93 31.55 28.94 
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