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Background 
Measurements of a listener's ability to detect sounds are made in both scientific research and 
in routine clinical practice. This laboratory exercise is concerned with methodological issues 
that arise in such measurements. You will compare four different methods of characterizing 
detection abilities. In addition, for each method you will examine the effects of practice 
and training on the performance of the listener, and study the ability of each method to 
detect changes in performance. These methodological issues are pervasive and occur when 
one attempts to measure many psychoacoustic phenomena. 

Two basic methods of testing are used in psychoacoustics: fixed level and adaptive pro­
cedures. Fixed level procedures, such as the method of constant stimuli, test a number of 
predetermined fixed levels in an attempt to estimate the function which relates some measure 
of performance, such as percentage of correct responses, to a measure of the stimulus, such 
as intensity. Often a criterion measure, such as the detection threshold, is then estimated by 
interpolation from this curve. An adaptive procedure is one in which the stimulus presented 
on a given trial is determined by the subject's responses on previous trials. The rules for 
adjusting the stimulus' are intended to achieve a specified level of performance on the part 
of the subject. 

In general the choice of measurement procedures depends upon one's application. For 
each application, a good procedure would be efficient, yielding reliable measures of perfor­
mance in minimal testing time. The reliability of an experimental measurement is inversely 
related to its variability (as might be determined by repeated measurements) and its bias 
(systematic difference between true and measured values). 

Fixed level and adaptive procedures have different advantages so their usefulness is a 
function of the researcher's needs. The trade-offs often occur between accuracy and speed. 
Fixed level procedures can provide useful estimates of the detection threshold if the stimulus 
levels tested bracket the true value and if the test levels provide sufficient resolution. In 
order to ensure that the bracketing is adequate a relatively large range of levels must be 
tested. Since it is difficult to make use of the results of trials in which the stimulus is clearly 
audible or clearly inaudible to improve the accuracy of the threshold estimate, a considerable 
fraction of the testing effort can be wasted. 

Adaptive procedures can make more efficient use of test time to the extent that they 

'Rules that are currently in wide use are discussed in a paper by H. Levitt: "Transformed Up-Down 
Methods in Psychoacoustics," J. Acoust. Soc. Am. 49, pp 467-477. 
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concentrate testing effort on stimulus levels near the threshold value. Of course, all methods 
are adaptive, in the sense that experimenters typically adjust the range of levels to match 
the listeners demonstrated performance, even in procedures that are nominally fixed-level. 
The adaptive procedures in use today employ much more rapid adjustments: test levels 
may be changed on the basis of only one or two responses. The availability of electronically 
controlled stimulus generators and programmable computers that can keep track of responses 
and adjust the selection of test levels automatically accounts for the widespread use of these 
methods in current research. 

Laboratory Procedures 

In the laboratory, you will make connections between a variety of apparatus that generate 
electrical signals and transduce them into sounds. In addition, you will login to a computer 
that controls the experiment and identify the Audiostation you plan to use. Each lab group is 
provided with a separate account that maintains files containing records of the experiments. 
Before conducting an experiment you should calibrate the signals you intend to use. Al­
though careful experimenters would measure the acoustic signals produced by the earphones 
(very careful experimenters would measure the pressure waveforms in the ear canals while 
headphones are worn) this level of accuracy is not needed in this exercise. It is satisfactory 
to calibrate signals in terms of the electrical voltages at the terminals of the headphones 
used in the experiment. 

Setup 
The tone to be detected is produced on one channel of the audio card and the masking noise 
is produced on a second channel. 

Protocols 

This laboratory exercise consists of two protocols. Each listener should be able to complete 
these protocols in one two-hour lab session. Each partner spend about one hour serving as 
listener and one hour controlling the experiment. It is not good idea to serve as a listener 
for a period of one hour. Each listener should collect half of the data in the first hour, the 
rest of the data in the second hour. 

The target stimulus in all protocols is a 1 (or 3) kHz sinusoid, 500 msec in duration. 
The purpose of each protocol is to determine the minimum intensity at which this tone can 
be detected when added to a bandpass 80 (or 40) dB SPL Gaussian noise. Because the 
tone to be detected is presented in an additive noise background, the "masked threshold" is 
being determined. Presentation in a quiet background would be required to determine the 
"absolute threshold" as in clinical audiometry. The noise background minimizes the effects 
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of extraneous sounds, and the data will be relevant when the topic of masking is discussed 
later in the subject. 

Protocol 1 

The first protocol uses the "method of limits" to estimate the detection threshold. In this 
method, stimulus intensities are systematically decreased (descending limits) or increased 
(ascending limits) from presentation to presentation. In descending limits the signal level is 
initially well above the subject's threshold and then the level is decreased at fixed intervals 
until the subject responds "No"to the question, "Do you hear the tone?" The "descending 
threshold" for a given test is taken to be the level at which the responses change from "Yes" 
to "No". In ascending limits the signal level is initially well below the subject's threshold 
and then increased at fixed intervals until the subject responds "Yes"to find the ascending 
threshold. In both cases the starting point and the set of stepsizes are varied to discourage 
response patterns based on counting. 

In general the ascending threshold is higher than the descending threshold. When a 
single estimate of the detection threshold is needed, ascending and descending thresholds are 
usually averaged. The rationale for this is that when levels are presented in descending order, 
there is a bias for the response "Yes". When the tone levels are presented in ascending order, 
there is a bias for the response "No". Therefore, averaging the ascending and descending 
thresholds tends to cancel the biases. 

Repeat this threshold test a total of four times under identical listening conditions to 
estimate its reliability. Test twice in each of two hours. Record the ascending and descending 
thresholds after each run and enter them into Table 6. You should run this test protocol 
twice, conduct Protocol 2, then repeat the entire set. 

Protocol 2 

This measurement uses the adaptive, up-down procedure developed by H. Levitt. Two ex­
periments are performed: an upward biased experiment and a downward biased experiment. 
The upward biased experiment begins well above the estimated threshold with decreasing 
stimulus levels expected at the end of the first run (descending run). Recall that a run is 
a series of steps in only one direction. The downward biased experiment begins well below 
the estimated threshold in the upward biased experiment with increasing stimulus levels ex­
pected at the end of the first run (ascending run). A turnaround point is the point at which 
the stimulus level is decreased during an ascending run or increased during a descending run. 
Eight runs are performed for each experiment. The average of the turnaround points is the 
threshold (nominally corresponding to 70.7 % responses). 

This is a one-interval two-alternative forced-choice procedure in that each trial consists 
of one interval of either noise (probability 0.5) or tone plus noise (probability 0.5). There 
are two parameters of concern: the criteria for changing stimulus levels and the method of 
adkusting the step size. 
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The initial stimulus level should be 10 dB higher than the average value measured in 
Protocol 1 for an upward biased experiment and 10 dB lower than the average value measured 
in Protocol 1 for a downward biased experiment. 

The criteria for changing stimulus levels can be found in entry 2 of Table I in the Levitt 
paper. The level increases if the response is incorrect (a turnaround point for descending 
runs), stays the same if the response is correct, and decreases if the response has been correct 
for two consecutive trials (turnaround point for ascending runs). According to Levitt's 
analysis, these criteria should cause the stimulus level to converge to a performance level of 
70.7% correct responses. 

Trial Dirction Turns Step Level I Response || 

1 0 0 5.0 60.0 + 
2 0 0 5.0 60.0 + 
3 D 0 5.0 55.0 
4 U 1 5.0 60.0 + 
5 U 1 5.0 60.0 + 
6 D 2 2.5 57.5 
7 U 3 1.7 59.2 + 
8 U 3 1.7 59.2 + 
9 D 4 1.2 58.0 

Table 1: Sample track of the Up-Down Adaptive Method. The directions are: U - increasing 
level, D - decreasing level, 0 - undetermined direction. Levels are in dB. A correct response 
is designate +. An incorrect response is designated -. 

The step size starts at some initial and relatively large value, say 5 dB, and stays at that 
value until a turnaround occurs. At each successive turnaround the step size is this value 
divided by the number of the turnaround. It is then used to compute the next stimulus value. 
For convenience the minimum value of the step size is 1.0 dB. A possible initial sequence of 
trials is shown in Table 1. 

Presentations cease when the total number of turnarounds exceeds a specified value, in 
this case eight. The threshold is taken as the average of the turnaround values. 

Repeat the measurement procedure four times under identical listening conditions to 
estimate its reliability. Test twice in each of the two hours. Record the upward and downward 
biased thresholds after each run and enter them into Table 7. You should run this test 
protocol twice, each time after Protocol 1. 
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Analysis of Results 
Prepare a brief report summarizing your measurements. Be sure to specify the frequency of 
the tone used. Your report should be submitted in printed form, prepared by a formatting 
word processor such as EZ, Word, or LaTex. It should address the following. 

1. Compare the estimates of detection threshold values obtained using the first and second 
measurements with the third and fourth measurements for each of the two protocols. 
Which Protocol yielded the more consistent estimates of the masked threshold? 

2. Compare the estimates of detection threshold values obtained using Protocols 1 and 2. 

(a) Which Protocol produced the lowest and highest estimates of the masked thresh­
old for the tone (considering the average of the four determinations for each 
protocol). 

(b) Is there evidence that the masked threshold changed between the first and second 
administrations of the pairs of tests? 

3. Measurements such as that employed in Protocol 1 are similar to those made rou­
tinely in the audiological clinic. Based on your results and observations, are clinicians 
well advised to continue using such methods or should they be encouraged to use the 
techniques employed in Protocols 2? 
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A Item I Value 
Group 

Audiostation 
Tone Frequency (Hz) 
Noise Level (dB SPL) 

Table 2: Background Information. 

Run I Descending Threshold Ascending Threshold Threshold 11


I3I-II I


14 1 


Table 3: Results obtained using the Method of Limits. 

Run I Upward Downward Average I Presentations 
I _ 1 1_ | ­


1 4 1 1 1
i3_I__II__ 
4t--~ 

Table 4: Results obtained using the Up-Down Adaptive Method. 
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Item Value 
Group 

Audiostation 
Tone Frequency (Hz) 
Noise Level (dB SPL) 

Table 5: Background Information. 

|| Run Descending Threshold Ascending Threshold [Threshold 

2_ ____ I_ ___II _ 

Table 6: Results obtained using the Method of Limits. 

11Run I Upward Downward IAverage Presentations | 

1 2 1 1 1 

_ _ _ __ __ II I 
Table 7: Results obtained using the Up-Down Adaptive Method. 
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Transformed Up-Down Methods in Psychoacoustics 

H. LEVITT 

Doctoral Programin Speech, The City University of New York GradualeCenter, 33 West 42 Street, New York, New York 10036 

During the past decade a number of variations in the simple up-down procedure have been used in psycho­
acoustic testing. Abroad class of these methods is described with due emphasis on the related problems of 
parameter estimation and the efficient placing of observations. The advantages of up-down methods are 
many, including simplicity, high efficiency, robustness, small-sample reliability, and relative freedom from 
restrictive assumptions. Several applications of these procedures in psychoacoustics are described, including 
examples where conventional techniques are inapplicable. 

INTRODUCTION 

A. Adaptive Procedures in Psychophysics 

An adaptive procedure is one in which the stimulus 
level on any one trial is determined by the preceding 
stimuli and responses. This concept is not new. Many 
well-known psychophysical techniques are essentially 
adaptive procedures. The von B6kdsy technique and the 
method of limits are two obvious examples. Recent 
developments in automated testing, however, have 
brought about a reconsideration of these methods. In 
particular, the up-down procedure and variations of it 
have received much attention in recent years (see 
References). The purpose of this paper is to describe the 
principles underlying up-down testing and to review 
briefly the relative advantages and shortcomings of 
several well-known procedures. The conventional 
method of constants is also included by way of 
comparison. 

Up-down methods of testing form a subset of a 
broader class of testing procedures generally known as 
sequential experiments. A sequential experiment may be 
defined as one in which the course of the experiment is 
dependent on the experimental data. Thus far, two 
separate classes of sequential experiments have received 
considerable attention: those in which the number of 
observations is determined by the data and those in 
which the choice of stimulus levels is determined by the 
data. Although the former class of methods, first 
described by Wald (1947), has found some application 
in psychoacoustics (Hawley, Wong, and Meeker, 1953), 
it is the latter class of methods, and the up-down 
method in particular, that is finding widespread applica­

tion in psychoacoustics. The current trend towards 
computer-assisted testing will undoubtedly lead to 
wider application of these techniques. 

B. The Psychometric Function 

Figure 1 shows a typical psychometric function. The 
stimulus level is plotted on the abscissa; the ordinate 
shows the proportion of "positive" responses. The 
definition of positive response depends on the type of 
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FIG. 1. Typical psychometric function. The upper curve shows 
the expected frequency of positive responses in a typical experi­
ment. In some applications, the curve may be the cumulative form 
of the frequency distribution shown in the lower portion of the 
figure. 
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FIG. 2. The solid curves show the expected proportion of correct 
responses, assuming the stimulus level is directly proportional to d'. 
The parameter N is the number of alternatives. The dashed curve 
shows a psychometric function derived from the normal ogive in 
which an adjustment for chance responses has been made. 

experiment. It may be, for example, a "signal present" 
response in a signal-detection experiment, or the correct 
identification of a word in an intelligibility test. For 
the case of forced-choiced experiments, a positive 
response may be defined as identifying the correct 
observation interval. Typical psychometric functions 
for this type of experiment are shown in Fig. 2. The 
solid curves show the expected proportion of correct 
responses, assuming the stimulus level is directly pro­
portional to d'. The dashed curve shows a psychometric 
function derived from the normal ogive in which an 
adjustment for chance responses has been allowed. Note 
that the proportion of positive responses at zero stimu­
lus level (i.e., no controlled difference between observa­
tion intervals) corresponds to random guessing and is 
determined by the number of possible alternatives. 

For the curve shown in Fig. 1, two parameters are 
generally of interest: (1) the location of the curve, 
usually defined by the stimulus level corresponding to 

0 , and (2) the spread of the50%0 positive responses, X5
curve, usually defined by the distance, DL, between two 
conveniently chosen points, such as X-X or 
X7 0-X 3 0. If the curve has a specific mathematical form, 
then interest may lie in determining the location and 
scale parameters defining the curve. For example, the 
psychometric function may be a cumulative normal, 
where the probability of a positive response at stimulus 
level X is 

F(XI) (2- ()'(2"2dX,-

and the parameters of interest, A and a, are the mean 
and standard deviation, respectively, of the underlying 
normal distribution (see Fig. 1). The interpretation in 
psychophysical terms of paand ao,or alternatively, Xso 
and DL, depends on the particular experiment. In an 
experimental comparison between a test and a reference 
stimulus, for example, X5 0 may be defined as the point of 
subjective equality and DL as the difference limen (Tor­
gerson, 1958, p. 144). In other applications, X60 has 
sometimes been defined as the threshold and DL as the 
differential threshold. 
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For the forced-choice experiment (Fig. 2) it is fre­
quently of interest to determine only one pointon-the 
psychometric function, such as the X75 level. This value 
has also been used to define the difference limen. Many 
experiments, of course, require that more than one 
point on the curve be determined. 

C. Basic Assumptions 

Several basic assumptions are usually made when 
using up-down, or conventional testing procedures. 
These are 

(1) The expected proportion of positive responses is a 
monotonic function of stimulus level (at least over the 
region in which observations are made). 

(2) The psychometric function is stationary with time, 
i.e., there is no change in the shape or location of the 
function during the course of a test. 

(3) The psychometric function has a specific para­
metric form, e.g., cumulative normal. 

(4) Responses obtained from the observer are 
independent of each other and of the preceding stimuli. 

Of the above four assumptions, (1) is the least 
restrictive and the only one that is essential in using the 
up-down procedure. Assumptions (2), (3), and (4), 
although not essential, often facilitate experimental 
design. Conventional procedures, such as the method of 
constants, usually require assumptions (2), (3), and (4). 

D. Some General Principles 

Two basic considerations govern the use of any 
experimental procedure: (1) the placing of observations 
and (2) estimation based on the resulting data. The 
most desirable situation is obviously good placing of 
observations followed by a good method of estimation. 
The least desirable situation is bad placing of observa­
tions followed by a bad estimation procedure. In many 
practical cases it is sufficient to have good placing of 
observations followed by a simple but adequate method 
of estimation. This situation is far better than poor 
placing of observations followed by a highly sophisti­
cated, highly efficient estimation procedure. A good' 
procedure is defined here as one that is highly efficient, 
robust, and relatively free of bias. 

Good placing of observations depends on the param­
eters to be estimated. If one is interested in estimating 
X,, for example, 2 one should place observations as close 
to X, as possible. If one is interested only in estimating 
C,observations should be placed on either side of, but at 
some distance from, Xso. Figure 3 shows how the placing 
of observations affects the expected error variance of the 
maximum-likelihood estimates of p and a for a cumula­
tive normal response curve. In this example, u= Xso; it 
is assumed that the observations are roughly symmetri­
cally placed about the midpoint and that the total 
number of observations is not unduly small. The 
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ordinate shows the increase in the reciprocal of the error 
variance with each new observation. The abscissa shows 
the location of that observation relative to the midpoint 
of the curve. If interest centers only on estimating the 
slope constant 1/a with precision, assuming p (i.e., X50 ) 
is known, then observations should be placed at a 
distance of 1.57a on either side of g. If interest centers 
only on estimating p with precision, then data should be 
placed at p. A good compromise for estimating both 
i and a with relative precision is to place observations 
at a distance a on either side of p, i.e., at the X1 ,9and 
X84.l levels. In this case, the reciprocal of the error 
variance for both estimates is roughly 70%o of its 
maximum value. 

The value of an adaptive testing procedure should 
now be obvious. In order to get good placing of observa­
tions, it is necessary to have some knowledge of the 
quantities to be estimated. As we gather information 
during the course of an experiment, so we may use this 
information to improve our placing of observations on 
future trials. 

L CONVENTIONAL PROCEDURES 

A. The Method of Constants 

In this experiment several stimulus levels are chosen 
beforehand by the experimenter, and groups of observa­
tions are placed at each of these stimulus levels. The 
order of the observations is randomized. A conventional 
method of estimation is used in fitting the psychometric 
function to the resulting data, e.g., probit analysis 
(Finney, 1952) for the cumulative normal, or Berkson's 
logit (1951) method for the logistic function. Simpler 
but less efficient methods such as the Spearman-Karber 
(Natrella, 1963) method may also be used. 

The advantage of this procedure is that the data 
generally cover a wide range, and additional tests on the 
validity of the parametric assumnptions can be included. 
A typical rule of thumb is for the experimenter to place 
the observations so as to roughly cover the range Xlo to 
X90. Frequently, however, a preliminary experiment is 
necessary in order to get some idea of the required 
range. The stimuli are presented in random order so that 
the subject cannot anticipate the stimulus sequence. 
The shortcomings of this technique are several, how­
ever. If one is interested in estimating only one point on 
the curve, then the method is inefficient in that a large 
proportion of the observations are placed at some 
distance from the region of interest. A second short­
coming is that the data for each test are pooled and a 
curve fitted to the pooled data. This procedure does not 
allow for the possibility of gradual changes in parameter 
values during the course of a test. Finally, difficulties 
arise with small samples. Slope estimates, in particular, 
are highly variable and subject to substantial biasing 
effects with small samples (Wetherill, 1963; Levitt, 
1964). 

CONTRIBUTION TO RECIPROCAL OF VARIANCE 
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Fro. 3. Contribution to reciprocal of error variance. The two 
curves show the expected increase, with each new observation, in 
the reciprocal of the errorvariance for the estimates of l/r and p, 
respectively. The predictions are for the large-sample maximum-
likelihood estimates asuming acumulative normal response curve. 
Ideally, the observations should be symmetrically placed about , 

B. Method of Limits 

According to this method, a stimulus having a high 
probability of a positive response is presented to the 
subject. If a positive response is obtained, then the 
stimulus for the next trial is reduced in level. If again a 
positive response is obtained, the stimulus level is 
again reduced by the same amount (the step size). This 
procedure is continued until a negative response is 
obtained. The average value of the last two stimulus 
levels is used as an estimate of Xso. Additional measure­
ments are sometimes obtained with the procedure 
inverted, i.e., starting with a stimulus level well below 
Xs0 and then increasing level in fixed steps until a 
positive response is obtained. The method of limits, or 
variations of it, are used in audiology and in other 
applications where a rapid estimate of the X05 level is 
required. It has several disadvantages. The observations 
are badly placed; i.e., although interest centers on X5 , 
most of the observations are placed at some distance 
from X5o. Secondly, the estimates may be substantially 
biased where the bias is dependent on both the step size 
and the choice of the initial stimulus level (Anderson, 
McCarthy, and Tukey, 1946; Brown and Cane, 1959). 

IL UP-DOWN PROCEDURES 

A. The Simple Up-Down or Staircase Method 

A relatively efficient method of estimating the 50% 
level is the simple up-down or staircase method. It is 
similar to the method of limits in that the stimulus level 
is decreased after a positive response (or increased after 
a negative response), but unlike the method of limits 
the test is not terminated after the first reversal. A 
recommended procedure is to continue testing until at 
least six or eight reversals are obtained (Wetherill and 
Levitt, 1965). A typical data record is shown in Fig. 4. 
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Fco. 4. Typical data for simple up-down procedure. A typical 
set of data using a fixed step size is shown. The initial value is 
usually the best a pioi estimate of X. A run consists of a 
sequence of changes in stimulus level in one direction only. A 
highly efficient estimation procedure is to use the midpoint of 
every second run as an estimate of X. These estimates would be 
0, 1.5, and -0.5 for runs 2, 4, and 6, repectively. 

The increments by which the stimulus is either 
increased or decreased are referred to as steps. For the 
experiment shown in Fig. 4, a constant step size was used 
throughout. A series of steps in one direction only is 
defined as a run. Thus, in the example given, trials 1 to 3 
constitute the first run, 3 to 7 the second run, 7 to 9 the 
third run, and so on. The level used on the very first 
trial is the initialvalue. 

The simple up-down technique has the following 
advantages. Most of the observations are placed at or 
near Xso, which is good placing of observations for 
estimating the 50%0 level. Secondly, if there is a gradual 
drift during the test, the placing of observations will 
follow this drift. The technique, however, has the follow­
ing disadvantages. The data are not well placed for 
estimating points other than XYo. Secondly, difficulties 
occur with very large or very small step sizes. With too 
large a step size, some of the data will be badly placed 
relative to Xso. If too small a step size is used, then many 
observations are wasted in converging on Xso. This 
may be a serious problem if a poor initial value is used. 
A third shortcoming is peculiar to psychophysical 
testing in that the subject, realizing that a sequential 
rule is being used, can anticipate the stimuli and adjust 
his responses accordingly. 

Thus far, only the placing of observations has been 
considered. The analysis of the data is a separate 
problem. There are several methods of analyzing data 
obtained using an up-down testing procedure. One 
method is to pool all the data obtained in the experiment 
and fit the psychometric function using conventional 
techniques (e.g., probit analysis). This procedure is 
based on essentially the same assumptions as the method 
of constants. An alternative method of analysis devel­
oped specifically for up-down data and which is com­
putationally simpler than probit analysis, although 
based on the same basic assumptions, is described by 
l)ixon and Mood (1948).These methods, however, are 

470 Volume 49 Number 2 (Part 2) 1971 

for use with pooled data and, as such, require that there 
be no change in parameter values during an experiment. 

An extremely simple method of estimation having 
distinct advantages is that developed by Wetherill 
(1963), in which the peaks and valleys of all the runs 
are averaged to provide an estimate of Xsa. In order to 
reduce estimation bias, it is recommended that an even 
number of runs be used. This method of estimation is 
equivalent to taking the midpoint of evenr second run as 
an estimate of Xso. These are defined as mid-run 
estimates.3 Apart from their simplicity, empirical 
sampling studies have shown that the mid-run estimates 
are robust, relatively efficient, and low in estimation 
bias provided the response curve is reasonably sym­
metric about the Xso level. The estimation bias with 
asymmetric response curves has not, as yet, been 
determined. It is apparent, however, that estimation 
bias will increase with increased asymmetry. 

The precision of the mid-run estimates for the svm­
metric response curve was found to be excellent. For 
large experiments, the precision of the mid-run estimates 
was very close to the maximum-likelihood estimates,4 

and for small experiments (less than 30 trials) the 
technique was in fact more efficient than the maximum-
likelihood method (Wetherill, Chen, and Vasudeva, 
1966). The mid-run estimates have an additional 
advantage in that the sequence of contiguous estimates 
provides a direct indication of any significant drifts with 
time in the location of the response curve. The precision 
with which the mid-run estimates can track gradual 
drifts has not yet been determined. Preliminary studies 
indicate that it is a complicated function of the step 
size, the rate at which the point being estimated is 
changing in value, and the extent to which these changes 
are predictable. 

A difficulty with as estimates is that the estimates 
obtained from adjacent runs are correlated. This makes 
the estimation of within-test variability a little more 
complicated than would be the case if the midpoints of 
successive runs were uncorrelated. Simple methods of 
estimating within-test variability are currently being 
evaluated. 

Some of the difficulties encountered with the simple 
up-down procedure can be obviated by minor modifica­
tions of the technique. In the event that little is known 
about either the spread or location of the psychometric 
function, then it is recommended that at the start of an 
experiment a large step size be used which is gradually 
decreased during the course of the experiment. Robbins 
and Monroe (1951) suggested that the step size on trial 
ntbe equal to c/n where c is a constant. It has since been 
shown (Chung, 1954) that, under fairly general condi­
tions, this method of reducing step size leads to a maxi­
mal, or near maximal, rate of convergence on the target 
stimulus level. The variance of the asymptotic distri­
bution of stimulus values about the target value Xso is 
minimized if the constant c is equal to 0.5/b, where b is 
the slope of the response curve in the region of Xso 
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TABLE: I. Response groupings for transformed up-down strategies. Several simple response groupings are shown. Entry I corres!onds 
to the simple up-down procedure. Entry 2 corresponds to the method used by Zwislocki d al. (1968) and Heinemann (1961). Entries 2 
and 3,and 5 and 6, with random interleaving, were used by Levitt (1964). Entry 7 is typical of the BUDTIF procedure proposed by
Campbell (1963). Entry 8 was used by Levitt and Rabiner (1967). 

Response sequences
rP group

increase level 
nOWN group

decrease level 
Entry after: after: 

I - + 

2 + - or - + + 

3 - + or + 

4 ++_-or + + + 
+-or 

++ r+ + + + 
+--+or 

6 - - - - - + or 

+ 

Any group of 4 
7 responses with . . .+ .++ +I or more nega-

tive responses 

8+ + + 
8 - + - +- + 

+---- -- ++ 

(Wetherill, 1963). This result, however, is based on the 
assumption that the response curve is approximately 
linear in the region of the target value. In practice, this 
is not usually a serious restriction since, with the excep­
tion of the first few trials, most observations are placed 
dose to the target value with a step size that is small 
compared to the curvature of the response curve. Dif­
ficulties may occur if the response curve has a sharp 
discontinuity at or near the target value, but this is 
not a common situation in psychoacoustics. 

An important practical problem is deciding on the 
size of the first step. If many repeated measurements are 
being made, then an estimate of slope as obtained from 
previous experiments may be used to determine the 
initial step size. If this is not known, it is necessary to 
guess at the initial step size. The reduction in efficiency 
is not very great if too large an initial step size is used, 
but it can be disastrous if the initial step size is too 
small. For example, if the initial step size is twice the 
optimum value, the efficiency is reduced by 25%. If the 
initial step size is half the optimum value, the reduction 
in efficiency is close to 100%. Hence, when in doubt, aim 
at a larger initial step size. 

Although the method of reducing step size after every 
trial has distinct theoretical advantages, its practical 
implementation may require fairly complicated equip­
ment. A simple approximation is to reduce the step size 
by a proportionate amount after one or more complete 

Response groupings
Probability of a Probability of 

sequence from DoWN positive response
group=P[DowN] 

P(X) 

[P(.Xl 

[1-P(X)]P(X)+P(X) 

[P(CY) 

[P(X) 

1-[I-P(XY)3 

Cp(XY) 

P 2PX
[P((X)3--2P( X)] 

at convergence 

P(X)=0.5 

P(X) -. 707 

P(X)=0.293 

P(X) =0.794 

P(.X)0.841 

P(X)-0.1o 

p~x)-oX "I 

P++ 
P(X)=0.5 

runs. A convenient practical procedure is to halve the 
step size after the first, third, seventh, fifteenth, etc., 
runs. After each halving of the step size, the next run is 
started at the average of the peaks and valleys for the 
preceding step size. Empirical sampling trials (Wetherill, 
1963) indicate that, if the spread and location of the 
response curve are known within reasonable limits 
(e.g., for a s)nmetric ogive, the standard deviation a 
is known within 0.5-2.0 of its true value and Xs is 
known within 12a), then a very good approximation to 
the Robbins and Monro efficiency is obtained by halving 
the step size only once, preferably after the third run. 

The recommendation that the step size be systemati­
cally decreased during a test is based on the assumption 
that the response curve is fixed throughout the experi­
ment. If this assumption is not valid (e.g., there may be 
a gradual drift in either the shape or location of the 
curve during a test), then a more sophisticated rule 
allowing for a possible increase as well as a decrease in 
step size may be necessary. One set of rules incorporating 
this possibility has been proposed by Taylor and Creel-
man (1967). The optimum strategy for increasing or 
decreasing step size depends on the type and the extent 
of the changes that are likely to occur during a test, and 
this is not always known. 

In order to prevent the subject from anticipating 
the stimuli used on each trial, the presentations for two 
or more strategies can be interleaved at random 
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FIG. 5. Typical data for transformed up-own procedure. The 
data are typical of the srategy corresponding to Entry 2 of Table 
I, which converges on the X7*,7level The rule for cdangmg stimulus 
level is analogous to that for the simple up-down procedure, except 
that one of a set of response sequences is required bore a change 
in stimulus level. Aswith the simple up-down procedure, a run is a 
sequence of changes in stimulus level in one directiononly. 

(Cornsweet, 1962; Smith, 1961); that is, two or more 
tests are performed simultaneously where observations 
for each of the tests are assigned at random. 

B. The Transformed Up-Down Procedure 

The simple up-down procedure is designed primarily 
to place observations in the region of Xso and hence is 
not well suited for estimating points other than Xso. A 
general method for estimating points on a psychometric 
function is the transformed up-down procedure. Ob­
servations, or sequences of observations, are categorized 
into two mutually exclusive groups. These are termed 
the u group and the DOWN group, respectively. The 
method of grouping the observations depends on the 
point to be estimated. Table I shows some tpical 
groupings including several proposed in other contexts 
(Zwislocki e al., 1958; Heinemann, 1961; Campbell, 
1963). The rule for controlling the stimulus level is 
analogous to the simple up-down rule, except that the 
stimulus level is changed only after a sequence of 
observations belonging to either the up or the DOWN 
group is obtained. The stimulus level is not changed 
until such a sequence is obtained. For example, accord­
ing to Entry 2 in Table I, the stimulus level would be 
increased after either a negative response or a positive 
response followed by a negative response on the next 
trial. The stimulus level is decreased after two con­
secutive trials yielding positive responses. Note that, as 
the test progresses, one or other of these sequences must 
be obtained. 

Some typical data for this strategy are shown in 
Fig. 5. In this illustrative example, the changes in 
stimulus level resemble those for the simple up-down 
strategy shown in Fig. 4. That is, if in Fig. 5 the - and 
+ - response sequences belonging to the u group are 
replaced by a single - response and the + + sequence 
belonging to the DOWN group is replaced by a single + 
response, then the resulting set of transformedresponses 
is identical to that of the simple up-down strategy 
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shown in Fig. 4. In the case of the transformed up-down 
strategy, however, the average number of trials per run 
is increased. Runs 2, 3, and 4, for example, consist of 
trials 5-12, 11-16, and 15-20, respectively. The mid­
points of these runs are 0, 1, and 1.5 units, respectively. 

The transformed up-down strategy tends to converge 
on that stimulus level at which the probability of a 
DOWN response sequence equals the probability of an 
us responses equence (i.e., the probability of either equals 
0.5). It is a relatively simple matter to compute the 
probability of obtaining either an iJP or a DOWN se­
quence. For example, referring again to Entry 2 of 
Table I, the probability of obtaining an up sequence 
(i.e., either +- or -) is P(X)[1-P(X)]+[l- P(X)], 
where P(X) is the probability of a positive response at 
stimulus level X. The probability of getting a DowN 
response sequence (i.e., ++) is simply [P(X)J2. The 
strategy therefore converges on that value of X at which 
[P(X)]'=0.5,i.e., P(X.)=0.707. 

The curve relating the probability of a Dnow response 
sequence to stimulus level is the transformed response 
cure. Figure 6 shows the transformed response curve for 
Entry 2 of Table . Note that, for the simple up-down 
procedure, the transformed response curve is numeri­
cally identical to the subject's psychometric function. 
The performance of a transformed up-down (or 
UDTR)5 procedure in terms of the transformed response 
curve is analogous to that of the simple up-down pro­
cedure in terms of the subject's psychometric function. 
For example, the transformed up-down strategy con­
verges on the 50/o point of the transformed response 
curve, which for the example shown in Fig. 6, corre­
sponds to the 70.7% point of the subject's psychometric 
function. Essentially the same methods of estimation 
may be used with the transformed up-down procedure 
as with the simple up-down procedure. In particular, 
the simple yet relatively efficient mid-run estimates may 
be used. In this case, the midpoint of a run is an estimate 
of the 50% point of the transformed response curve. 
As with the simple up-down procedure, efficiency of 
estimation may be increased by systematically de­
creasing step size during the test. The analogy between 
the simple and transformed up-down procedures is 
particularly valuable in that transformed up-down 
procedures may be evaluated in terms of the extensive 
results, including empirical sampling trials, already 
obtained for the simple up-down procedure. 

A useful feature of the transformations listed in 
Table I is that for many typical psychometric functions 
the transformed response curves are approximately 
normal in the region of the 50%0/0 point. This approxi­
mation was made use of by Heinemann (1961), who 
applied the simple computational procedure of Dixon 
and Mood (1948) based on the normal distribution to 
estimate the 50o point of the transformed response 
curve. 

Entries 2-6 in Table I are based on the method of 
inverse binomial sampling (Haldane, 1945) and are 
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relatively efficient and easy to instrument (Levitt and 
Bock, 1967). Manual control of the stimulus level is also 
possible, and special control charts have been developed 
to facilitate the procedure (Levitt and Treisman, 1969). 
Entry 7 of the table is typical of the BUDTIF testing 
procedure proposed by Campbell (1963). It is also easy 
to instrument, but converges on the target value at a 
slightly less rapid rate, since more trials are required on 
the average before changing level. More complicated 
strategies than those shown in Table I may of course be 
used, including a wide range of possible transformations 
based on Wald's (1947) probability-ratio rule. 

Wald's method of sequential testing is designed 
specifically for minimizing the expected number of trials 
required for determining, with specified error probabili­
ties, whether or not a given hypothesis is true. For the 
case of binary data, the technique can be used to 
determine if the probability of a positive response lies 
within prescribed bounds. 6 The probability-ratio rule 
may be applied to up-down testing (Taylor and Creel-
man, 1967) by increasing the stimulus level whenever 
the rule indicates that the probability of a positive 
response lies below the lower bound, and decreasing 
stimulus level whenever the rule indicates that the 
probability of a positive response lies above the upper 
bound. Given an intelligent choice of the a and / error 
probabilities and of the prescribed bounds within which 
the measured probability should lie, an up-down pro­
cedure of this type will converge rapidly on the target 
value and concentrate observations within the pre­
scribed region. Simplifying assumptions, such as setting 
a=, p-pt =p2-p, may be used, leading to simple 
practical procedures for deriving the uP or DOWN response 
sequences. The special advantages of this procedure 
depend on the intended application and the choice made 
for a, fi, Pi, and p2. In general, the technique provides 
the experimenter with greater power and flexibility in 
controlling the placing of observations. The relevant 
response sequences, however, may be more complicated 
than those shown in Table I. 

The transformed response curve may be computed for 
the probability-ratio rule as for any other grouping of 
response sequences. The simple mid-run estimates are 
also applicable to this technique, provided the step size 
is fixed over one or more runs. The PEST procedure as 
specified by Taylor and Creelman (1967) is an amalgam 
of the probability-ratio rule and some special rules for 
changing step size, including the possibility of an in­
crease in step size. As such, it is difficult to evaluate 
in terms of known results for the simple up-down 
procedure. 

A technique which has important implications for 
up-down testing is that of interleaving trials from two 
or more sequential strategies being run concurrently. 
One important practical application is that when two 
points symmetrically placed about X are to be 
estimated. Trials for the two strategies may be inter­
leaved at random. The particular strategies to be used 
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6. Transformed response curves. The upper half of theFroIG. 
figure shows the psychometric function. The lower half of the 
figure shows the transformed response curves for Entries I and 2 
of Table I. The curve for the simple up-down method is not 
transformed in any way and is numencally identical to the psycho­
metric function. 

depend, of course, on the requirements of the experi­
ment. If the pyschometric function is approximately 
normal and both the location and scale parameters 
(/1 and a-) are to be estimated with reasonable precision, 
then strategies for estimating X15.gand X84 .1 (Entries 5 
and 6 of Table I) may be used. These two strategies 
concentrate observations at two symmetrical points at 
a distance of a on either side of tz. According to Fig. 3, 
observations placed in this region provide a practical 
compromise for estimating both ys and a with relatively 
high precision. Although the curves of Fig. 3 are for 
large sample maximum-likelihood estimates, these 
predictions are not very different for other estimation 
methods of comparable precision. If a slightly less 
precise estimate of a can be tolerated, then a very 
practical combination of strategies would be Entries 2 
and 3 of Table I for estimating the X70.7 and X2.X 
stimulus levels, respectively. In this case, data would be 
concentrated at roughly 0.54a on either side of 1i. Com­
pared to other transformed up-down methods, the 
strategies for estimating X2 ,., and X7o0. require relatively 
few trials per run and are more sensitive to tracking 
gradual drifts in parameter values during a test. 

The process of interleaving at random ensures that 
the subject cannot anticipate the rule used by the experi-
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TABLE II. Estimates of a obtained from pairs of transformed 
up-down strategies. The data are estimates of the spread (a) of a 
cumulative normal lateralization curve (Levitt, 1964). Left-right
judgments were obtained for a binaural sound image, where the 
controlled variable was interaural time delay varied in steps of 
5.8 psec. The replication error (i.e., the ithin-cell error variance)
is shown at the bottom of the table. The relative precision of the 
two estimates is comparable to that predicted by Fig. 3 for data 
placed near -4-0.54a and rzi, respectively. 

Estimates of a (sec)
Subject (X7 0.?-X. 3)/1.09 (X.,-Xls.)/2 

1 12.2 13.7 
2 20.0 15.0 
3 21.7 17.1 
4 8.2 14.2 
5 7.3 7.4 

Mean 13.9 13.5 
Within-cell error variance 39.5 22.0 

Average No. of trials 
Error variance/100 trials 

60 
23.7 

76 
16.7 

menter. By choosing two points symmetrically placed 
about Xs0, the average number of positive responses 
tends to equal the average number of negative responses. 
If there is reason to believe that the psychometric 
function is not symmetric about the X50 point, a third 
strategy for estimating X60 may be run concurrently 
to check for symmetry. 

m. APPLICATIONS 

One of the most useful applications of up-down pro­
cedures is the tracking of gradual drifts in parameter 
values. Zwislocki et al. (1958) used the frced-choice 
tracking method (equivalent to Entry 2 of Table I) to 
track variations in auditory detection. In another 
application (Levitt, 1964), precision of lateralization 
was measured despite gradual changes in the subject's 
reference plane. In this study the parameter of interest, 
the spread of the lateralization curve, remained rela­
tively constant, but the effect of gradual changes in the 
location of the lateralization curve had to be compen­
sated for. 

During the lateralization study, a comparison was 
made between measurements of spread (i.e., a) ob­
tained by estimating (Xs 4.1- Xs.)/2 and by estimating 
(X7 0.7-X 29 .3)/1.09. Both of these estimates have an 
expected value of a for the cumulative normal response 
curve. The results for five subjects are shown in Table 
II. The stimulus consisted of a continuous recording of 
male speech presented binaurally via headphones. The 
apparent lateral position of the sound image was con­
trolled by an interaural delay which could be varied in 
steps of 5.8 psec. The listener was restricted to a simple 
binary response: whether the binaural sound image 
appeared to come from the left-hand or right-hand side 
of the head. Each cell in Table II is the average of six 
tests. Fewer runs per test were obtained for the X8 4.1 
and X15.9 estimates so as to compensate in part for the 
greater number of trials per run required with these 
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estimates. On average, 60 trials per test were obtained 
for the (X70.7-X9. 3)/1.09 estimates and 76 trials per 
test for the (Xs4.1 -X1 i.9)/2 estimates. No significant 
differences were observed between the estimates of a 
obtained from the two techniques. As predicted by the 
curves of Fig. 3, the precision of the a estimates was 
greater when placing observations in the region of 
X8. 1 and X15.9 than when placing observations in the 
region of X70.7 and X9.J. The error variances were 
compared on the basis of the expected variance for 100 
trials. This was done so as to account for the differences 
in average number of trials per test 

In the lateralization study there was every reason 
to expect the psychometric function to be symmetric 
about the midpoint; i.e., a delay to the left ear has a 
similar but opposite effect as a delay to the right ear. 
Not all pyschometric functions, however, exhibit the 
same degree of symmetry. In a recent study on the 
detection of a 250-Hz tone in noise using a YES-NO 
technique (Levitt and Bock, 1967), the slope of the 
response curve in the region of 29.3% detection was 
almost one-third less than that in the region of 70.7% 
detection. A concomitant result was that the precision 
of estimation for the X70.7 point was correspondingly 
greater than that for the X2 9.3 point. An analogous 
effect occurs with the Bk6sy audiometer in that the 
variability of valleys (minima in stimulus level) is 
greater than the variability of peaks (maxima in 
stimulus level). 

A less obvious application of transformed up-down 
procedures is to extend the range over which the trans­
formed response curve is approximately symmetric. In 
an experiment on intelligibility testing (Levitt and 
Rabiner, 1967), it was found that the intelligibility 
function flattened off sharply at 80o intelligibility. A 
simple transformation was used (Entry 8, Table I) 
which raised the flattening effect on the transformed-
response curve to above the 90/o level. As a result, a 
substantially greater portion of the data fell within the 
symmetric region of the intelligibility function, leading 
to fewer wasted observations and greater efficiency in 
estimating X5o. Note that, in this case, unlike other 
transformed up-down procedures, the strategy con­
verged on the 50/o level. 

A key assumption in a large number of testing pro­
cedures is that each response is independent of pre­
ceding stimuli and responses. This is not always a safe 
assumption, and it would be convenient to test this 
assumption during the course of an experiment. A 
convenient method of doing this is to run two or more 
identical up-down strategies concurrently and to inter­
leave the trials for each strategy according to a rule such 
that, should a sequential dependency exist, there 
would be a significant difference between the estimates 
obtained from each strategy (Levitt, 1968). For 
example, a check on first-order response dependencies is 
obtained if two strategies are interleaved such that the 
trials for one strategy always follow a positive response, 



6 

TRANSFORMED UP-DOWN METHODS


and trials for the second strategy always follow a nega­
tive response. If there is no response dependency, then 
the two strategies should yield estimates that do not 
differ by an amount significantly greater than the com­
bined sampling error of the two estimates. Note that 
the rule for interleaving strategies is independent of the 
rules used for changing stimulus level within each 
strategy. The above rule for interleaving was designed 
to detect first-order response dependencies. Similar rules 
may be developed for detecting higher-order dependen­
cies, including dependencies that are a function of 
the preceding stimulus levels as well as preceding 
responses. 

An important advantage of the method of inter­
leaving by rule is that the effect of a response depen­
dency is obtained directly in terms of the quantity being 
measured. Usually, data on sequential dependencies are 
specified in terms of transitional probabilities, and it is 
not always easy to gauge the possible effect on the mea­
surements of wrongly assuming independent responses. 
In many psychoacoustic investigations, the assumption 
of independent responses is no more than a simplifying 
approximation, and it is important to know if the 
accuracy of the measurements is affected more than 
negligibly by a breakdown in this assumption. 

A useful conceptual aid for evaluating the per­
formance of up-down strategies when sequential 
dependencies are known to exist is the transitional 
response curve. Figure 7 shows the transitional response 
curves for a first-order response dependency. The 
upper curve shows probability of a positive response as 
a function of stimulus level given that the previous 
response was positive. The lower curve shows the prob­
ability of a positive response, given that the previous 
response was negative. The two curves of Fig. 7 are 
based on data obtained for one subject in an experiment 
on sequential response dependencies in the YES-NO de­
tection of a 250-Hz tone (Levitt, 1968). Note that the 
two curves diverge at low detection levels. The differ­
ence between the two curves at the 50%70 level is roughly 
1 dB. This is the expected difference between the 
estimates for two simple up-down strategies interleaved 
according to the rule described earlier. The transformed 
response curves for data having a known response 
dependency may be derived from the transitional re­
sponse curves in a manner analogous to that shown in 
Fig. 6. A separate transformed response curve would be 
derived for each transitional response curve. 

IV. DISCUSSION 

Adaptive testing procedures offer many advantages 
over conventional procedures, including higher effi­
ciency, greater flexibility, and less reliance on restrictive 
assumptions. Although higher efficiency (and hence 
greater precision for a fixed number of observations) is 
often thought of as the major advantage of adaptive 
procedures, the latter advantages may well be of 
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Fc. 7.Transitional response curves. The upper curve shows the 
expected frequency of positive responses, given that the preceding 
response was positive. The lower curve shows the expected fre­
quency of positive responses, given that the preceding response was 
negative. The curves are based on data obtained in an experiment 
on sequential response dependencies (Levitt, 1968). 

greater practical importance. In many cases, increased 
efficiency represents an improvement in degree, whereas 
freedom from restrictive assumptions represents an 
improvement in kind. Thus, for example, it is possible 
to use the up-down procedure to track gradual drifts in 
parameter values or to compensate for an unpredictable 
trend in one parameter while estimating a second 
parameter. Both of these problems are beyond the scope 
of the conventional method of constants, which requires 
the assumption of a fixed response curve. In addition, 
up-down methods do not require any parametric 
assumptions regarding the form of the response curve. 
The only major restriction is that the probability of a 
positive response increase monotonically with stimulus 
level. A very large number of experiments in psycho­
acoustics satisfy this requirement. Also, the restriction 
of monoticity need only hold over the range in which 
data are to be placed. 

Although up-down procedures are relatively free of 
restrictive assumptions, it is nevertheless to the experi-
menter's advantage to make use of additional assump­
tions if they are known to be reliable. The choice of 
initial-value step-size rules for controlling step size and 
methods of interleaving depend on the experimenter's 
prior knowledge, however rough, of the quantities to 
be measured. If reasonable assumptions can be made 
regarding the form of the response curve, the extent of 
possible drifts in parameter values and the existence 
(or absence) of any significant response dependencies, 
then an extremely efficient up-down strategy can be 
designed. If one or more of these assumptions turns out 
to be false, however, then the penalty is a loss in effi­
ciency rather than an invalid result. 

It is important to recognize the distinction between 
the problem of placing observations and the subsequent 
estimation problem. Although the same statistical 
methods can be used for both purposes (e.g., in estimat­
ing X, each observation could be placed at the best 
current estimate of Xl), there is a substantial difference 
in emphasis between the two operations. Whereas some 
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latitude may be allowed in precision of placing, as 
shown by the fairly flat curves of Fig. 3, whatever 
mistakes are made during this operation are irreparable. 
No amount of statistical manipulation can overcome 
the effects of bad placing of observations. It is also 
possible that the final estimates may be obtained by 
using additional information which was not available 
for the placing of observations. Similarly, ancillary 
information may be used to assist in the placing of 
observations, but which is not used in the subsequent 
data analysis. A practical example of the latter situation 
is as follows. On each trial, the subject is required to 
give both a binary judgment and a confidence rating. 
The binary judgments are used to decide on the direc­
tion of change in the stimulus level, as in any standard 
up-down procedure, and the confidence ratings are 
used to decide on the step size; e.g., a large step size is 
used after a high confidence rating. The psychometric 
function, however, is fitted to the binary data only by 
means of conventional techniques (e.g., maximum 
likelihood). It is not permissible to use the simple mid-
run estimates in this context, since steps of variable size 
are used. The role of the confidence ratings is to improve 
the placing of observations. The information obtained 
from the ratings appears potentially most useful during 
the early part of an experiment, where little is known 
a priori about the location or scale of the psychometric 
function. The experimenter can, at any stage, revert to a 
standard up-down procedure using binary data only. 

Throughout this paper, the emphasis has been on 
simple, practical procedures that do not require com­
plicated equipment. If, however, sophisticated instru­
mentation is available, then more complex adaptive 
strategies can be used to advantage. Hall (1968), for 
example, has developed an on-line procedure using a 
digital computer such that each observation is placed 
at the maximum-likelihood estimate of the target value 
derived from the data already at hand. In another 
application, Smith (1966) has derived a strategy in 
which the information gained on each trial is maximized. 
Predictions of precision based on the curves of Fig. 3 
indicate that a well-designed up-down procedure (such 
as a good approximation to the Robbins-Monro pro­
cedure) will place observations sufficiently close to the 
target value so as to obtain a precision of estimation 
within about 30% of that obtainable, if all data were 
to be placed at the target value. Since no procedure can 
consistently place observations exactly at the target 
value, the potential gain in efficiency in going from a 
well-designed up-down procedure to the more sophisti­

cated procedures is not very great. However, for more 
complicated experiments in which several variables are 
under the control of the experimenter, the cumulative 
gain in efficiency may be quite large. The major 
advantages of computer-assisted testing would seem 
to lie not so much in improving efficiency in fairly 
standardized experiments, but rather in developing new 
methods of experimentation. 

In conclusion, it should be noted that there is no 
generally optimum testing procedure. Each technique 
has its own merits and shortcomings. Techniques that 
are theoretically very highly efficient are usually more 
complex and tend to place greater reliance on the under­
lying assumptions. Special problems also occur with 
small samples. Many of the theorems showing maximum 
efficiency or maximum rates of convergence are only 
asymptotically true, and testing procedures based on 
these results may be inferior in experiments of limited 
size. In psychoacoustics in particular, where experi­
ments are of limited duration and the reliability of 
underlying assumptions are often suspect, it is valuable 
to have a flexible set of testing procedures that are not 
heavily dependent on underlying assumptions and are 
readily adapted to match the requirements of a given 
experiment. Transformed up-down methods provide 
an extensive family of such procedures. Furthermore, 
these techniques are simple, robust, and highly efficient. 

IIt is,of course, possible to speak of optimum procedures where 
some desirable property of the estimate (e.g, efficiency) is maxi­
mized. However, since over-all quality involves several different 
properties, it is more realistic to speak of "good" rather than 
"optimum" procedures.

'2Xp is the stimulus level at which p% positive responses are 
obtained. 

I Wetherill (1966, p. 171) defines the X estimate as the mid-
value of the last step used in a run. The mid-run estimate, as 
defined here, is the average of two consecutive w estimates. 

4 It is a fairly common practice to use the maximum-likelihood 
procedure as a standard for the comparison of different methods 
of estimation. Although it can be shown that, under fairly general
conditions, the maximum-likelihood estimates are asymptotically 
efficient (Kendall and Stuart, 1967), this result is not necessarily 
true for small samples. For the particular case of fitting binary 
response curves with relatively small samples, the minimum chi-
squared estimates may be preferable to maximum likelihood in 
terms of efficiency and estimation bias (Berkson, 1955). 

' UDTR stands for up-down transformed response (Wetherill
and Levitt, 1965). 

6For example, if pi and Pt are the upper and lower bounds,
respectively, and pis the expected proportion of positive responses,
then the probability-ratio rule will minimize the number of trials 
required on average, to determine if P>pl or P<p2 with error 
probability of wrongly decreasing level when p <p,, and error 
probability p of wrongly increasing level when p>pl. 
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