
10.34: Numerical Methods 
Applied to 

Chemical Engineering

Lecture 5: 
Eigenvalues and eigenvectors
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Permutation
• Reordering through use of permutation matrices:

• Consider the operation of swapping two rows.  This 
can be done through matrix multiplication.

• For example:
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Figure 2.6: The non-zero entires in the
42 ⇥ 42 sparse matrix, fidapm05, from
Matrix Market are depicted. Below that,
the non-zero entries in the upper trian-
gular portion resulting from Gaussian
elimination are shown for cases in which
no reordering is performed, the Reverse
Cuthill-McKee reordering is performed
and the Approximate Minimum Degree
reordering is performed. The latter re-
sults in the least fill-in.
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It is identical to the identity matrix with the exception of swapping
rows 1 and 2. What is PA? Multiplying any column of A by P will
replicate the column, but with rows 1 and 2 swapped. As this swap is
the same for each of the columns,
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The product PA swaps the rows of A.
The matrix P , which is filled with zeros except for a single entry

of unity in each row and column, is called a permutation matrix.
Multiplication from the left has the effect of swapping the rows. For
example, the elementary row operation on a matrix A: (row)i $ (row)j,

swap row 1 and 2
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• Reordering through use of permutation matrices:

• Consider the operation of swapping two rows.  This 
can be done through matrix multiplication.
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The product PA swaps the rows of A.
The matrix P , which is filled with zeros except for a single entry

of unity in each row and column, is called a permutation matrix.
Multiplication from the left has the effect of swapping the rows. For
example, the elementary row operation on a matrix A: (row)i $ (row)j,
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matrix. No fill-in occurs. In fact, when the system of equations is ready
for back substitution, it is even more sparse:
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The bandwidth of a square matrix, A 2 CN⇥N can be defined as
follows. The integers k1 and k2, termed the left and right bandwidth
respectively, are the minimum values for which Aij = 0 over all i 2
[1, N] and j < i � k1 and j > i + k2. The bandwidth of the matrix is
k1 + k2 + 1. For example, a diagonal matrix has k1 = k2 = 0 and thus
a bandwidth of 1. A tridiagonal matrix has k1 = k2 = 1 and thus a
bandwidth of 3.

Without pivoting, Gaussian elimination does not fill-in band matri-
ces. Thus, in upper triangular form, the matrix will have bandwidth
1 + k2. With partial pivoting, there will be fill-in and the upper triangu-
lar form of the system of equations will have a worse case bandwidth
of 1 + k1 + k2. This is the same as the original matrix! Recognizing
the banded structure of matrices, which often results when solving
physical problems, and then capitalizing upon that structure is key to
efficient problem solving.

The example given by equation 2.33 is a bit pathological in that a
simple swap of rows and columns was all that was needed to reduce
the fill-in to zero. In general it is not that simple. However many
routines exist to reduce the bandwidth of a matrix or otherwise reorder
it so that fill-in due to Gaussian elimination is minimal. These include
the Reverse Cuthill-McKee reordering (symrcm in MATLAB) and the
Approximate Minimum Degree reordering (symamd in MATLAB). In
figure 2.6, a sample sparse matrix and the upper triangular matrices
resulting from Gaussian elimination before and after reordering are
depicted. Note, the non-zero entries of a matrix A may be displayed in
MATLAB using the command, spy(A).

2.3.3 Reordering and complete pivoting

For the matrices A,P 2 CN⇥N , recall the definition of matrix multipli-
cation:
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The product PA swaps the rows of A.
The matrix P , which is filled with zeros except for a single entry

of unity in each row and column, is called a permutation matrix.
Multiplication from the left has the effect of swapping the rows. For
example, the elementary row operation on a matrix A: (row)i $ (row)j,

swap row 1 and 2

identity

Permutation



• Reordering through use of permutation matrices:

• How do I swap columns?

• Permutation matrices are unitary:

• Reordering a system of equations:

• Reordering is a form of preconditioning!

• Reordering can be used for pivoting!
4

PPT = I

PT = P�1
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can be represented as PA. The permutation matrix in this case, P , has
ones on its diagonal except in rows i and j. Instead, Pij = Pji = 1. For
an arbitrary permutation matrix, P , if an element equals 1 at row i and
column j, then the product PA will have A

R
j in row i.

A similar reordering of columns instead of rows occurs when multi-
plying from the right by P

T . This can be seen by utilizing the identity
for transposition of matrix products:

AP

T =
⇣

PA

T
⌘T

.

Obviously, the product PA

T reorders the rows of AT . However, the
rows of A

T are just the columns of A, and therefore multiplication
from the right by P

T performs a column reordering.
Permutation matrices are termed unitary because their rows and

columns are mutually orthogonal: PP

† = I . The conjugate transpose
of a unitary matrix is its inverse: P�1 = P

†. A system of N equations
and N unknowns, Ax = b, can have rows and columns reordered by
using two permutation matrices P 1 and P 2:

(P 1AP

T
2 )(P 2x) = P 1b.

This system of equations can be rewritten as ˆ

Ax̂ = ˆ

b, where ˆ

A =
P 1AP

T
2 , x̂ = P 2x and ˆ

b = P 1b are reordered forms of A, x and b,
respectively.

Such a reordered system of equations may confer numerical advan-
tages. For instance, when performing partial pivoting during Gaussian
elimination, one searches just the current column for the largest pivot
and performs a row swapping operation. Instead, a process called
complete pivoting allows one to swap both rows and columns to find
the largest entry remaining in the matrix. This becomes the pivot and
the column swapping operations are recorded in a matrix P 2. With
the reordered system of equations solved, x can be determined from
the identity: x = P

T
2 x̂. This complete pivoting is utilized by MATLAB

when a system of equations is solved using the backslash operator.

2.3.4 LU decomposition

Recall that the elementary row operations on the system of equations
Ax = b with A 2 CN⇥N and x, b 2 CN results in an upper triangular
system of equations:

Ux = ˆ

b. (2.34)

Assume a unique solution exists and neglect any pivoting. What is ˆ

b?
The elementary row operations were a sequence of linear transforma-
tions of b yielding ˆ

b, thus:

ˆ

b = L

�1
b, (2.35)
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Recap

• Gaussian elimination

• Sparse matrices

• Permutation and reordering
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Recap
• Example: Plinko:

• Derive a sparse matrix model that maps the probability 
of the chip location from one level to the next. 

6
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É source unknown. All rights reserved. This content is excluded from our Creative
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• A=spdiags(ones(N,2)/2, [-1 1], N, N); 

• A(1,2)=1; A(N,N-1)=1; 

Recap

7

P i+1
n = P i

n�1/2 + P i
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Pi



• A=spdiags(ones(N,2)/2, [-1 1], N, N); 

• A(1,2)=1; A(N,N-1)=1; 

Recap
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second derivatives in x1 and x2, was composed of five nodes and thus
A possesses five bands:

A =
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In a given row, the space between the three central bands in A and
the fringe bands contains N � 1 zeros. The total bandwidth of A is
2(N + 1), and the number of non-zero elements is O(5N2) when N is
large.

As shown in chapter 2, the worst case scenario for Gaussian elimi-
nation on a sparse matrix is a doubling of the bandwidth. Thus, the
upper triangular factor of A could be a matrix with a dense band
above the diagonal having bandwidth 2(N + 1). Such a band would
contain O(N3) non-zero entries when N is large. In the above example,
the number of non-zero entries in the upper triangular factor of A is
(101, 831, 119171, 975846), for N = (5, 10, 50, 100) – consistent with the
N3 scaling prediction. Because direct solution of the equation A · z = b

can consume a tremendous amount of memory, iterative methods are
often used instead.

Neumann boundary conditions

In finite difference methods, Dirichlet boundary conditions are
straightforward to implement. In the case of the steady diffusion
equation, the concentration of solute is prescribed at nodes on the
boundary of the domain. Neumann boundary conditions present a
challenge, however. For the steady diffusion equation, the concentration
of solute on the boundary of the domain is unknown. Instead, for
instance, n · rc = 0. This condition cannot be prescribed exactly. It is
subject to a finite difference approximation of the normal derivative.
Unlike with Dirichlet boundary conditions, the finite difference method
cannot satisfy Neumann boundary conditions exactly.

One method of implementing Neumann boundary conditions is
through the use of ghost nodes. Suppose finite differences are used
to solve the steady diffusion equation on an L ⇥ L square domain
with (N + 1) ⇥ (N + 1) nodes equally spaced throughout: h = L/N.
Let the solution to the steady diffusion equation satisfy the boundary
conditions:

c(0, x2) = x2(L � x2),

c(x1, 0) = x1(L � x1),
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Recap
• Notice that after many cycles, the probability distribution 

becomes “constant.”

• In fact there are special distributions such that:

• What are examples of those distributions?

• They are called eigenvectors of the matrix:

(AA)P = P

B = AA

AAAA . . .AP0

Pi
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Eigenvalues and Eigenvectors
• The eigenvectors of a matrix are special vectors that are 

“stretched” on multiplication by the matrix:

• The amount of stretch      is called the eigenvalue

• Finding an eigenvector/eigenvalue involves solving:

•      equations

• which are nonlinear (        )

• for             unknowns

• Eigenvectors are not unique: 

• If       is an eigenvector, so is

Aw = �w

N + 1

N

A 2 RN⇥N � 2 Cw 2 CN

�w

�

w cw
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Eigenvalues

• Finding eigenvalues:

• either

• or                               and  

• For the right values of      ,                 is singular!

•  

•             is called the characteristic polynomial.

• The      roots of             are the eigenvalues of     

•  pN (�) = c(�1 � �)(�2 � �) . . . (�N � �)

Aw = �w ) (A� �I)w = 0

w = 0

w 2 N (A� �I) det(A� �I) = 0

A� �I�

det(A� �I) = 0 = pN (�)

pN (�)

N pN (�)



Eigenvalues
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• Examples:

•  

• The elements of a diagonal matrix are eigenvalues

•  

�
A =

0
2 0 0

@ 0 1 0
0 0 3

1

A

det(A� �I) = (�2� �)(1� �)(3� �) = 0

� = �2, 1, 3

�
A� �I =

0
2� � 0 0

@ 0 1� � 0
0 0 3� �

1

A

2 1
A =

✓
�
1 �2

◆
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Eigenvalues
• Examples:

• The elements of a diagonal matrix are eigenvalues: 

• The diagonal elements of a triangular matrix are 
eigenvalues too:

40 10.34: numerical methods, lecture notes

This minor must contain a term (A22 � l)M, the product of another
monomial of l and another minor. If the minor M is a polynomial
of degree N � 2, then M11(A � lI) must be a polynomial of degree
N � 1 and det(A� lI) is a polynomial of degree N. This hierarchy of
polynomials can be validated by treating A as just a 2 ⇥ 2 matrix for
which,

det

 

A11 � l A12
A21 A22 � l

!

= (A11 � l)(A22 � l) � A12 A21

is a polynomial of degree 2. Therefore, for A 2 CN⇥N , det(A� lI) is
a polynomial of degree N and equal to zero:

det(A� lI) = c(l � l1)(l � l2) . . . (l � lN) = 0, (2.50)

where c is a constant and li are the N roots of the polynomial. This is
termed the secular polynomial or secular equation.

Consider the diagonal matrix:

A =

0

B

B

B

B

@

A11 0 . . . 0
0 A22 . . . 0
...

...
. . .

...
0 0 . . . ANN

1

C

C

C

C

A

for which the secular equation, det(A� lI) = 0, is:

0 = det

0

B

B

B

B

@

A11 � l 0 . . . 0
0 A22 � l . . . 0
...

...
. . .

...
0 0 . . . ANN � l

= (A11 � l)(A22 � l) . . . (ANN � l

1

C

C

C

C

A

).

The eigenvalues of a diagonal matrix are just the diagonal entries:
l1 = A11, l2 = A22, . . ., lN = ANN . One can show using the recursive
definition of the determinant that this holds for triangular matrices as
well:

0 = det

0

B

B

B

B

@

A11 � l A12 . . . A1N
0 A22 � l . . . A2N
...

...
. . .

...
0 0 . . . ANN � l

1

C

C

C

C

A

(2.51)

= (A11 � l)(A22 � l) . . . (ANN � l).

The eigenvalues of triangular matrices are also given by the diagonal
entries.

The properties of eigenvalues can be inferred chiefly from those of
polynomials and their roots:
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Eigenvalues

• Properties of eigenvalues:

• Inferred from the properties of polynomial equations! 

•

•

•

•
•

A 2 RN⇥N

p  N    ( �  )  is a polynomial of degree  N    and has no more 
than  N     roots.   A     has up to  N     distinct eigenvalues.

The eigenvalues, like the factors of a polynomial need 
not be distinct.  Multiple roots are possible, e.g.

pN (�) = c(�� �1)
2(�� �2) . . . (�� �N�1)

Eigenvalues may be real or complex.  Complex 
eigenvalues appear in conjugate pairs:  �  , �̄

det( A) = �1�2 . . .�N

tr( A) = �1 + �2 + . . .+ �N



Eigenvalues
• Example:

• A series of chemical reactions:

• Conservation equation:

• Find the characteristic polynomial of the rate 
matrix:

•
• What are they physically? 16

systems of linear equations 41

• For a matrix in CN⇥N , the secular equation is a polynomial of degree
N. There are N roots and thus N eigenvalues.

• Like the roots of a polynomial, the eigenvalues need not be distinct.
The eigenvalues of the identity matrix are all unity, for instance.

• Eigenvalues may be real or complex valued.

• If a matrix belongs to RN⇥N , any complex eigenvalues will appear as
conjugate pairs. That is, for each complex eigenvalue, l, its complex
conjugate, l̄, is also an eigenvalue.

• For a matrix A 2 CN⇥N , det(A) = l1l2 . . . lN .

• For a matrix A 2 CN⇥N , tr(A) = l1 + l2 + . . . lN .

An example

Consider the reaction network:

A
k!1 k

B !2 k
C 4

k3
 ! D.
k5

�

If the reaction takes place in a well mixed, batch vessel, then the rate of
change of concentration of each species is

d
dt

0

B

B

B

@

[A]

[B]

[C]

[D]

1

C

C

C

A

=

0

B

B

B

@

�k1 0 0 0
k1 �k2 k3 0
0 k2 �k3 � k4 k5

0 0 k4 �k5

1

C

C

C

A

0

B

B

B

@

[A]

[B]

[C]

[D]

1

C

C

C

A

.

When the reaction reaches its steady-state (d/dt[⇤] = 0), the rate equa-
tion is simply:

0

B

B

B

@

�k1 0 0 0
k1 �k2 k3 0
0 k2 �k3 � k4 k5

0 0 k4 �k5

1

C

C

C

A

0

B

B

B

@

[A]

[B]

[C]

[D]

1

C

C

C

A

= 0 or 0

0

B

B

B

@

[A]

[B]

[C]

[D]

1

C

C

C

A

,
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which has the obvious roots l = 0 and l = �k1 as well as two other
roots. Therefore l = 0 is indeed a root. Because the determinant of

det(A) =
NX

j=1

What are the eigenvalues of the rate matrix?

(�1)i+jAijMij(A)



Eigenvalues
• Example:

• A series of chemical reactions: k1 k k
A �! B !2 C !4 D.

k3 k

•
5

Conservation equation:

• Find the characteristic polynomial of the rate 
matrix:

• What are the eigenvalues of the rate matrix?

• What are they physically? 17
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Eigenvectors
• Finding eigenvectors:

• Given an eigenvalue:   �  i  , what is the corresponding 
eigenvector:  w    i ?

• The eigenvector belongs to the null space of A� �iI

• The eigenvector is not unique: A(cwi) = �i(cwi)

• One option: do Gaussian elimination on [  A� �iI|0]

At some point the eliminated matrix will look like:•

• These            components of      are arbitrary

• # of all zero rows = multiplicity of eigenvalue 18

38 10.34: numerical methods, lecture notes

Matrix rank

The rank of a matrix, A 2 CN⇥M, is denoted r and defined as the
dimension of its column space:

r = dim R(A). (2.46)

The dimension of the null space is necessarily r � M:

dim N (A) = r � M.

If the rank of a matrix equals the number of columns in the matrix,
r = M, the dimension of the null space is zero. Such a matrix is said
to be full rank. The rank of a matrix can be determined by reducing it
to row-echelon form: A ! U . This is done by following the Gaussian
elimination procedure with pivoting. The row-echelon form matrix, U ,
will have the structure:
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U11 U12 . . . U1r U1(r+1) . . . U1M
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...

...
. . .

...
...

. . .
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0 0 . . . Urr Ur(r+1) . . . UrM
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C

A

. (2.47)

A square, non-singular matrix in CN⇥N , has rank r = N. The matrix
is singular if r < N – the columns of the matrix are linearly dependent.
A matrix in CN⇥M is termed rank deficient if r  min(N, M). Likewise,
when r < M, solutions, if any exist, are not unique.

Row space and left null space

The row space of a matrix A 2 CN⇥M is defined as the column space
of AT : R(AT). If A has rank r, the dimension of the row space of A
is also r. The left null space of A is the null space of AT : N (AT). The
dimension of the left null space is N � r. Note that

R(AT) ⇢ CM ,

and
N (AT) ⇢ CN .

The column space and left null space of A are subsets of the same
vector space CN .

The column space and left null space are termed orthogonal compli-
ments. Likewise, the row space and null space of A are subsets of CM

and are also orthogonal compliments. The orthogonal compliment of a
subset S is a subset S?. By definition, every vector v 2 S is orthogonal
to every vector v? 2 S?: v · v? = 0.

wir �N
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Eigenvectors
• Examples:

• Find the eigenvectors of:  

• What are the others?
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Eigenvectors
• Example:

• A series of chemical reactions:

• Conservation equation:

• Find the eigenvector of the rate matrix with 
eigenvalue 0:

• What does this eigenvector represent?
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Eigenvectors
• Example:

• A series of chemical reactions:

• Conservation equation:

• Find the eigenvector of the rate matrix with 
eigenvalue 0:

• What does this eigenvector represent?
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Eigenvectors
• Example:

• Find the eigenvalues and linearly ind. eigenvectors:

• Find the eigenvalues and linearly ind. eigenvectors:
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Eigenvectors
• Example:

• Find the eigenvalues and linearly ind. eigenvectors:

• Find the eigenvalues and linearly ind. eigenvectors:
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Eigenvectors
• Example:

• Find the eigenvalues and linearly ind. eigenvectors:
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Eigenvectors
• Properties of eigenvectors:

• If an eigenvalue is distinct (algebraic multiplicity 1):

•  

• There is only one corresponding eigenvector

• If an eigenvalue has algebraic multiplicity      :

•  

• There could be as many as       linearly 
independent eigenvectors.

• Geometric multiplicity is the number of linear 
independent eigenvectors for an eigenvalue:

• When geometric and algebraic multiplicity are the 
same, the matrix is said to have a “complete set” of 
eigenvectors. 26

dimN (A� �iI) = 1

M

dimN (A� �iI)

M

1  dimN (A� �iI)  M



Eigendecomposition
• For a matrix with a complete set of eigenvectors one 

can write:

• where

• and

• equivalently: 

• the matrix can be diagonalized

• equivalently: 

• the matrix can be easily reconstructed 27

AW = W⇤

W = (w1 w2 . . . wN )

⇤ =

0

BBB@

�1 0 . . . 0
0 �2 . . . 0
...

...
. . .

...
0 0 . . . �N

1

CCCA

⇤ = W�1AW

A = W⇤W�1



Eigendecomposition
• Solving systems of equations is easy when a complete set 

of eigenvectors and eigenvalues are known:

Ax = b ) W⇤W

�1
x = b

• step 1:
⇤(W�1

x) = W

�1
b ) ⇤y = c

• step 2:
y = ⇤

�1
c ) W

�1
x⇤

�1
W

�1
b

• step 3: x = W⇤

�1
W

�1
b

• But how is  W     �  1  computed?

• ( W    �   1  ) T   are the eigenvectors of AT

• If  A    =     A   T    and   k w     k     = 1      , then W �1 = WT
i 2

• Eigenvalue matrix is unitary: WWT = I

• Eigenvectors are orthogonal: wi ·wj = �ij 28



Eigendecomposition
• Useful when analyzing linear systems of ordinary 

differential equations:

ẋ(t) = Ax

• substitute: A = W⇤W�1

• let:
y(t) = W

�1
x(t)

• then:   ̇y  (  t ) =       ⇤   y   ( t  )    or ẏi(t) = �iyi(t)

• The system of ODEs is decoupled and easy to solve!

• What if there is not a complete set of eigenvectors?

• Matrix cannot be diagonalized.  

• Components cannot be decoupled.  

• Jordan Normal Form: A = MJM�1

• J   is almost diagonal 29
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